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Small area estimation is an important tool to produce estimates of poverty for regions with low or zero 
sample sizes. Estimates are typically obtained by combining a consumption survey reporting on poverty 
and a census providing the spatial disaggregation. This paper discusses an updating method that pro-
duces up-to-date small area estimates when only a dated census and a more recent survey are available 
and predictors are subject to drift over time, a situation commonly encountered in practice. Instead of 
using survey variables to explain consumption in the survey, the updating approach uses only variables 
constructed from the census. The proposed estimator has fewer data requirements and weaker assump-
tions than common small area estimators. Applications to simulated data and to poverty estimation in 
Brazil show an overall good performance, but also imply the importance of examining practical chal-
lenges in real-world applications.
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1. I ntroduction

Small area estimates are designed to produce precise estimates for regions with 
low or zero sample sizes. While small area estimates are useful for understanding 
poverty and inequality and for informing targeting decisions, household surveys 
are typically not designed to obtain reliable estimates at the level of cities, towns, 
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districts, or villages. Censuses, on the contrary, do not provide information on con-
sumption expenditures or income required to estimate the incidence of monetary 
poverty. To overcome these problems, poverty economists often use a method orig-
inally developed by Elbers et al. (2003) (henceforth, ELL) to combine census and 
survey data.

ELL’s procedure consists of two steps. In the first step, a regression model is 
fitted with covariates that are recorded in both the survey and the census.1 In the 
second step, the estimated model parameters are applied to census data. The regres-
sion model predicts the conditional mean of consumption. As one is typically also 
interested in at least the second moment of the distribution to obtain poverty esti-
mates, the error distribution of the model is used to sample deviations from the 
conditional mean. The simulations provide estimates of consumption per capita 
for every household in the census. ELL show that estimators based on this proce-
dure have levels of precision comparable to commonly used survey-based welfare 
estimators for populations as small as 15,000 households—roughly the size of a 
small town.

However, for this procedure to produce unbiased estimates of poverty mea-
sures at high levels of disaggregation, one key assumption must hold: The distribu-
tion of the explanatory variables is the same in both the census and the survey.2 
This assumption is problematic when some of the variables are subject to temporal 
changes and the census is not recent, that is, only a dated census and a more recent 
survey are available, a common situation in practice.3 Reasons for a violation of 
this assumption include secular demographic trends, asset drift (Harttgen et al., 
2013), and economic shocks.

In this paper, we show that reliance on cluster means over households from 
the census as predictors in the first step of the procedure yields poverty estimators 
that reflect the distribution of poverty rates at the time of the survey. We show 
theoretically and in simulations that this approach may still work adequately if  the 
key assumption does not hold. In an application using Brazilian census data, we 
discuss practical challenges and provide guidance for using the proposed method.

The presented updating estimator is an unbiased estimator of poverty rates at 
the level of small areas if  aggregate household characteristics from the dated cen-
sus relate to consumption in the same way in clusters covered by the recent survey 
as in clusters not covered by the recent survey. When a survey used two-stage clus-
ter sampling, the most common type of survey sampling, it will hold if  clusters are 
indeed randomly selected.4 When a master sampling frame with updated sampling 
weights is used for the recent survey, the estimation will still need to rely on the 
original sampling weights available for all clusters.

1The ELL estimator requires relevant explanatory variables for the model predicting consumption 
to be measured in a comparable way both in the census and in the survey, including the same degree of 
potential measurement error. Differences in coding schemes or even the way the interview was con-
ducted can prevent reasonable harmonization between census and survey variables. See also Tarozzi 
and Deaton (2009).

2We also assume that real consumption is used, which is already appropriately spatially deflated.
3Censuses are usually conducted less frequently than surveys.
4Note also this assumption certainly must hold for the ELL method if  the census and survey are 

conducted at the same time.
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If the distribution of the explanatory variables remains stable over time, this pro-
cedure will typically result in less precision vis-avis ELL, with the magnitude of the 
loss depending on the difference in predictive power of the regression model in the first 
stage. We show that relying on the proposed approach might still yield useful results, 
but challenges in real-world small area applications must be properly accounted for.

ELL also suggests the additional use of census means over clusters to 
explain location effects, that is, cluster-specific effects. In this regard, the updating 
approach presented in this paper can be considered as a variant of ELL that does 
not use household-level variables. When we refer to the ELL method throughout 
this paper, what we have in mind is an estimator that combines survey and census 
variables at the household-level.

Cluster-averaged variables might also stem from different sources apart from 
census data. There is a growing literature showing that big data from mobile 
phones or remote sensing are readily available in many countries and predictive 
for up-to-date poverty measures at a high spatial resolution (e.g., Engstrom and 
Soundararajan, 2020; Koebe et al., 2021; Jean et al., 2016; Njuguna and McSharry, 
2017; Pokhriyal and Jacques, 2017; Steele et al., 2017). As will be shown, the inclu-
sion of such data in the methods discussed in this paper is straightforward.

There is by now a substantial literature about small area estimation especially 
in the context of poverty including alternatives and extensions to the ELL estima-
tor. Tarozzi and Deaton (2009) and Molina and Rao (2010) argue that unexplained 
variation between areas impairs the performance of the ELL estimator as ELL 
only account for variation between clusters which are nested into areas. While also 
applying a two-stage approach similar to ELL, Molina and Rao (2010) use area-
specific random effects instead of cluster-specific random effects. Moreover, in 
their empirical Bayes approach they simulate out-of-sample consumption values 
for the census conditional on the consumption values from the survey. Thus, in 
contrast to ELL, their simulation of the census data draws on observed sample 
information. Das and Chambers (2017) propose another correction for the ELL 
method which is robust to significant unexplained between-area variability. Their 
correction relies on the relationship between variance components estimators 
under the ELL model and a model that additionally contains an area-specific ran-
dom effect. Marhuenda et al. (2017) discuss the direct application of such a model 
including cluster-specific and area-specific random effects for small area estima-
tion via extending the empirical Bayes method of Molina and Rao (2010). 
Comprehensive discussion on different small area estimation methods can be 
found in Das and Haslett (2019), Guadarrama et al. (2016), and Haslett (2016). 
ELL is arguably the most frequently used small area estimation approach combin-
ing survey and census data.5 Given its prominence, we compare our proposed 
approach with ELL.

There is also an emerging literature on updating small area estimates for pov-
erty. However, to the best of our knowledge, the proposed updating procedure is the 
only one that does not rely on the key assumption of no drift in explanatory vari-
ables over time while not requiring any additional data. For instance, authors have 

5According to Elbers and van der Weide (2014), it has been applied in more than 60 countries.
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suggested relying only on explanatory variables assumed to be time-invariant (e.g. 
The National Statistical Coordination Board of the Philippines, 2021), while others 
have suggested “testing” for drift in explanatory variables (e.g. Ahmad et al., 2010). 
However, to the extent that there are empirical tests that support the assumption for 
a subset of predictors, severe shocks and extended time periods between survey and 
census will tend to quickly exhaust that subset, and it is exactly in those settings in 
which the demand for updated small area estimates is likely to be high.

Emwanu et al. (2006) require panel data with one wave collected at the time of 
the census. While structural changes in the explanatory variables may be detected 
and tackled by weighting procedures in such a setting, such procedures involve 
additional assumptions and uncertainties. Furthermore, the availability of panel 
data over a longer time span without substantial attrition is rare, especially in 
developing countries.

Isidro (2010) and Isidro et al. (2016) fit a model on simultaneously collected 
survey and census data first, for instance by ELL, and update the resulting esti-
mates using a set of margins from a more recent survey. Thus, their approach 
requires contemporaneous survey and census collection with common variables as 
well as an up-to-date survey. As the method relies on updating multi-way contin-
gency tables, it is computationally tractable only for a limited number of explana-
tory variables. A more general updating procedure is described in Betti et al. (2013). 
Their propensity score approach also aims at obtaining a covariate distribution in 
the census as if  it was collected at the time of the recent survey. However, the 
method requires further modeling, including additional assumptions and uncer-
tainty, and a survey collected at the time of the census.

Nguyen (2012) also discusses the updating method that we scrutinize in this 
paper. We complement Nguyen (2012), providing a more explicit discussion of  the 
underlying assumptions and comparing the performance of  the updating method 
to other estimators in a simulation setting and using real-world data with known 
ground truth. We also discuss in detail challenges faced when applying the updat-
ing estimator in real-world applications and provide guidance for these cases.

In the remainder of this paper, we show that the proposed updating method 
has comparably low data requirements and weak assumptions. Although our out-
come variables will be measures of welfare, the method is applicable to a wide 
range of outcome measures and research questions beyond small area estimates 
for poverty.

The paper proceeds as follows: Section 2 presents the idea of the approach 
in detail. Section 3 describes the properties of the resulting poverty estimator. 
Simulation studies on artificial are presented in Section 4, while an application 
using real-world data from Brazil and inherent empirical challenges are discussed 
in Section 5, respectively. Section 6 concludes.

2. E stimating Poverty Measures Under Structural Change

Assume that the target population is a village v. The quantity of interest is a 
poverty measure W of  the Foster-Greer-Thorbecke (FGT) family (Foster et al., 
1984):
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with

W𝛼vj =

(

z−yvj

z

)𝛼

I
(

yvj < z
)

, 𝛼 = 0, 1, 2.

Here, Nv is the size of the village population, yvj is the consumption for individual 
j in village v, z is the poverty line, and I (yvj < z) is an indicator function which 
equals one if  the consumption of an individual is below the poverty line and zero 
otherwise. Poverty headcount ratio, poverty gap, and poverty severity are obtained 
for � = 0, 1, and 2, respectively.6 Assume in the following that the aim is to estimate 
a poverty measure W, where the indices from (1) are dropped for notational 
convenience.

2.1.  The Consumption Model and Model Estimation

In the following, we refer to consumption at the household level.7 As most 
household consumption values are unobserved in a village, one needs a model that 
predicts those values for all households. Let ycht be the consumption of household 
h in cluster c (e.g., an enumeration area) at time t. We consider the model

which relates the (possibly transformed) consumption variable linearly to a vector 
xc.,t−1 containing dated census means of covariates over the cluster c from time 
point t − 1.8 The two error components are the cluster effects �ct and the household 
errors echt which follow the (mutually independent) distributions 1 and 2, with 
mean zero and have variances �2

�
 and �2

e
, respectively. Heteroscedasticity can be 

modeled by relating the variance to a set of covariates. Such covariates may include 
the census means used in the main regression, but also higher moments such as the 
variance. Furthermore, geographic information and the fitted values of the first-
stage regression may be used. The ELL method describes one option to model 
heteroscedasticity within the framework discussed here. Pinheiro and Bates (2000, 
ch. 5) provide a more comprehensive discussion.

In the first stage (2) is estimated using all household consumption values which 
are available for the village of interest in the survey. The estimation can be done by 

(1) W�v=
1

Nv

Nv
∑

j=1

W�vj

6The proposed method is not restricted to measures of the FGT family, but applicable to essentially 
all measures which can be derived from consumption (or any other dependent variable measuring wel-
fare), for instance inequality measures such as the Gini coefficient.

7Consumption expenditures are typically observed at the household level.

(2)
ycht=x

�
c.,t−1

�+uch=x
�
c.,t−1

�+�ct+echt, h=1,⋯,Hc, c=1,⋯,C,

�ct∼ iid 1

(

0, �2
�

)

, echt∼ iid 2

(

0, �2
e

)

,

8In practice, one could use additional secondary information to explain consumption, for example, 
geographic information which is typically available in this context. Besides, fixed effects on higher ag-
gregation levels such as counties and time-invariant explanatory variables on the household level could 
be, in principle, added to the consumption model. As discussed in Section 1, we do not assume many 
time-invariant variables to be available in practice and it is difficult to test if  there are any. In this paper, 
we restrict ourselves to information that is available in the census.
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weighted or (feasible) generalized least squares.9 As the estimates are used to pre-
dict consumption values for the census, the aim is to find a model with high predic-
tive power. Thus, one should find a parsimonious model containing only covariates 
that explain a substantial share of the variation in the dependent variable.

2.2.  Bootstrapping Census Consumption Data

In the second stage, (2) is used to predict consumption values for each house-
hold in the village of interest based on the census. To be consistent with the first-
stage model using the consumption values from the survey, the explanatory 
variables in the second stage are also averaged within clusters, that is, all house-
holds in the same cluster have the same value for each explanatory variable. In 
other words, the analysis is carried out at the cluster level. Using the estimated 
regression coefficients �̂ from model (2) yields predictions ŷcht = x

�
c.,t−1

�̂, that is, 

predicted conditional means. To account for the deviations of the observed house-
hold consumption values from these means and the uncertainty involved in the 
estimation of �, simulation techniques are used.

In particular, a bootstrap procedure is applied to generate R pseudo censuses 

and R resulting poverty measures estimates Ŵ
(r): 

1.	 Model coefficients are drawn from their respective sampling distribution 
estimated by the model in the first stage, including regression coeffi-
cients, random-term variances, and possible heteroscedasticity parame-
ters.10 For example, regression coefficients �̂

(r)
 are obtained for one 

sampling draw.
2.	 Conditional on the parameters describing the error components’ distribu-

tions from the first step, cluster effects, and household errors are sampled 
from their respective distributions by a parametric or nonparametric boot-
strap.11 Independent of the strategy applied, bootstrapped error terms �̂(r)

ct
 

and ê(r)
cht

 are obtained.

3.	 Calculate the predicted consumption values ŷ(r)
cht

= x
�
c.,t−1

�̂
(r)

+ �̂
(r)

ct
+ ê

(r)

cht
 for 

all households as well as the poverty measure ̂W
(r)

 derived from those values.
4.	 Repeat steps 1–3 R times.

9The chosen estimation method depends on whether and how the survey design, potential hetero-
scedasticity, and the clustering nature of the data are considered.

10Usually, multivariate normal distributions with first-stage estimates for the means and the robust 
variance–covariance matrices accounting for correlation within clusters are used to draw the regression 
coefficients and potential heteroscedasticity parameters.

11For a parametric bootstrap, certain parametric distributions for the cluster effects and the house-
hold residuals must be determined. The sampling distributions for the nonparametric bootstrap are 
obtained directly from the first-stage estimates: a cluster effect can be estimated as the mean of the de-
viations between observed and predicted values in one cluster, that is, �̂ct = 1∕Hc

∑Hc

h
(ycht − x

�
c.,t−1

�̂), 
while the household residuals are computed as those deviations minus the cluster effects, that is, 
êcht = (ycht − x

�
c.,t−1

�̂) − �̂ct. There are different strategies to draw from these sampling distributions. 
One may draw with replacement from all estimated cluster effects and all household residuals. 
Alternatively, the household residuals may be drawn only from the location to which the drawn cluster 
effect belongs. This strategy generally allows the estimated two error components to be related in a 
nonlinear way, even though they are by construction uncorrelated.
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For the poverty measure W,  the (simulated) expected value is then given by

and its variance by

Due to the bootstrap procedure, the variance contains uncertainty from the first-
stage model (step 1, referred to as model error in the next section) and the unob-
servable part of consumption (step 2, referred to as idiosyncratic error in the next 
section).

3.  Properties of the Estimator

We now turn to an investigation of the properties of the welfare estimator 
presented in the previous section. As described in ELL, the prediction error, the 
difference between the actual poverty measure W for a target population, say a vil-
lage, and the proposed updating estimator �̃ of  its expectation E (W ) = �, is given 
by the sum of three terms:

where �̂ is the expectation of �̃. If  a sufficiently large number of bootstrap replica-
tions are conducted, the computation error, the third term in (5), can be ignored so 
that we will focus on the first and second terms.

The first term in (5), (W − �) , is the idiosyncratic error arising from the unex-
plained part of consumption of which the poverty measure is a function. Due to 
the stochastic nature of consumption, the actual poverty measure for a finite small 
area differs from expected poverty. As discussed in ELL, the idiosyncratic error 
vanishes asymptotically for growing population size, including additional clusters 
and individuals.

The second term, 
(

� − �̂
)

, is the model error, which originates from the esti-
mation of (unknown) population parameters. The expectation of the model error 
equals zero if  the poverty estimator is an unbiased estimator for the expected value 
of the true poverty measure. Whether this is the case depends on the regression 
model selected for the survey data.12 What is crucial is that the distributional 
assumptions for the error components, namely the cluster effects and the 

(3) �̃=
1

R

R
∑

r=1

Ŵ
(r)
,

(4) Ṽ =
1

R

R
∑

r=1

(Ŵ
(r)
− �̃)2.

(5) W − �̃=(W −�)+
(

�− �̂
)

+
(

�̂− �̃
)

,

12It is neither intended nor necessary to establish causal or direct effects of explanatory variables 
on consumption. Thus, the regression coefficients in model (2) need not be unbiased or consistent with 
regard to the direct effects of the explanatory variables. In contrast, asymptotical unbiasedness of �̂ can 
be obtained for several models, even if  a single parameter in such a model might capture the effect of 
several correlated variables.
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household errors, hold. Thus, one should check and potentially account for hetero-
scedasticity, serial correlation, and non-normality. The variance of the model error 
also depends fully on the properties of the first-stage estimators. It decreases in 
survey sample size.

If  the assumptions of the ELL method hold and the models are correctly 
specified, the ELL estimator will usually exhibit a smaller variance of the predic-
tion error than the updating estimator. The reason is that the latter is a between 
estimator that ignores variation within clusters. Intuitively, both estimators would 
only be similarly efficient if  the explanatory variables differed distinctly more 
between clusters than within clusters. Another exception might occur in real-world 
applications if  there are many missing values in the explanatory variables in the 
survey. Without imputation methods that are subject to estimation uncertainty, the 
ELL first-stage estimator would be based on a smaller sample than the updating 
estimator that uses census means.

In practice, the variance components of the idiosyncratic and model errors 
are not estimated separately. Rather, the entire variance of the prediction error 
is obtained from the variation of the simulated poverty estimates in equation (4). 
Therefore, under correct distributional assumptions on the random components, 
the bootstrap procedure allows to draw valid inferences, that is, to build confidence 
intervals that include the true poverty measure with a predetermined probability. 
For instance, bootstrap percentile intervals, which can be constructed directly from 
the bootstrap estimates (see Section 2.2), can be used for inference.

Another potential issue in practice is multicollinearity. Note that the funda-
mental unit of the predictors in the first stage is a cluster, not a household, and that 
the number of parameters that can be included in (2) is hence restricted to the 
number of clusters. However, household budget surveys that are used to estimate 
poverty incidence typically sample around 500 clusters with some sampling a sub-
stantially larger number. Therefore, we believe that the updating estimator could be 
based on a moderate number of regressors that would be sufficient to accurately 
predict household consumption which is assumed to differ between clusters.13

4.  Simulation Experiments

A simulation study is conducted to compare the performance of the updating 
approach, ELL, and a purely survey-based estimator in predicting FGT poverty 
measures. We focus on the poverty headcount ratio W0 and the poverty gap W1 with 
three generic poverty lines that render 25 percent, 50 percent, and 75 percent of the 
population poor. The simulation setting is based on Tarozzi and Deaton (2009). In 
particular, the target population in the census is a single small area, say a town dis-
trict with N = 15,000 households, divided into 150 clusters kc ∈ {1,⋯, 150}, each 
of size 100. In each simulation run, an artificial household survey is drawn from 
the census small area by selecting randomly 10 households from 100 randomly 

13One commonly used rule-of-thumb is to restrict the number of predictors to the square root of 
observations. While our results in Sections 4 and 5 are based on fewer than 10 variables and 100 and 200 
clusters, respectively, 500 clusters would allow the analyst to base the first-stage estimation on more 
than 20 census averages (or other summary statistics computed at the cluster-level).
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selected clusters. First, both census and survey are generated by the following pro-
cess with homoscedastic errors:

Thus, the explanatory variable is generated so that it differs in expectation between 
clusters. Such a situation with large and systematic differences in the averages of 
covariates across clusters (e.g., average levels of education or dwelling character-
istics) is frequently observed in practice. This setting is ideal for the ELL method, 
which models this data-generating process. A linear regression based on the target 
population yields an R2 of  0.55, while the updating method with an R2 of  0.09 has 
considerably lower explanatory power.

A second setting mimics a real-word situation where the census is dated and 
a more recent household survey (with an underlying true census which is not 
observed) is available. Here the model explains consumption in the same way as 
the first setting for both the census and the survey, but the explanatory variable for 
the more recent survey is generated by

where the sampled 100 clusters in the survey have the same values for kc as they 
have in the dated census. For both estimators, the R2 obtained from the first-stage 
regression for all generated surveys is on average similar to the R2 based on the 
census in the first setting.

In both settings, estimators purely based on the survey have desirable proper-
ties as the surveys are based on a random sample of decent size from the respective 
district population at the time of data collection. In real-word situations, however, 
a survey is not necessarily designed to obtain reliable estimates at the small area 
level, for example, as there are only few observations sampled.

All results are based on 300 Monte Carlo replications with 500 bootstrap cen-
sus data sets generated in each replication for the two methods which use census 
data. The bootstrap procedure to sample the error components applies a simple 
nonparametric version, that is, both cluster effects and household errors are inde-
pendently sampled with replacement from their sample analogs from the first-stage 
regression. See Section 2.2 for details.

In the first setting, the root mean squared error is, as expected, smallest for the 
ELL method, followed by the updating estimator and an estimator solely based on the 
survey (Table 1). Although the R2 from the first-stage regression for the ELL method 
is seven times as large as for the updating method, the root mean squared errors only 
differ by a factor of about 1.5 or two-thirds, respectively. The coverage rates of the two 
methods are close to the nominal one of 95 percent and the bias is negligible.

In the second, more interesting setting, the ELL method naturally is the worst 
in terms of prediction and generates invalid confidence intervals (Table 2). The 
upward bias originates from the data-generating process above: as the expected 
values of xch and thus ych are larger in the recent survey and its underlying 

ych=25+xch+�c+ech
xch=0.01kc− tch, kc∈{1,⋯, 150}, tch∼U (0, 1) ,

�c∼N (0, 0.01) , ech∼N(0,
√

2).

xch = 0.01kc, kc ∈ {1,⋯, 150},
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population than in the dated census, using the dated census data to predict current 
poverty statistics necessarily underestimates the current values of ych and hence 
overestimates poverty. In contrast, the updating method yields valid confidence 
intervals. It also results in a lower mean squared error in comparison to the purely 
survey-based estimate since additional census information is exploited. The last 
result typically holds on average if  the model assumptions are fulfilled (as is the 
case in this simulation setting) and census and survey size differ distinctly. The 
latter is often true in practice.14

14Under the stated conditions, the updating estimator performs better only in predicting the true 
value on average. In a single sample, the pure survey mean is superior to the updating approach if  the 
sample mean is by chance equal or very close to the census mean. An extreme example includes the 
limiting case in which the recent survey is equal to the underlying census. Then, the survey mean is 
trivially the census mean, that is, there is no error at all. However, the updating method is still prone to 
idiosyncratic and (small) simulation error, even under correct model specification.

TABLE 1  
Monte Carlo Simulation Setting 1: Simultaneous Census and Survey Collection, and Some 

Variation in the Explanatory Variable Between Clusters

Updating Estimator ELL Estimator Survey Est.

True 
Value Bias RMSE Coverage Bias RMSE Coverage RMSE

W0(. 25) 0.2500 0.0034 0.0122 0.9640 −0.0011 0.0084 0.9720 0.0139
W0(. 50) 0.5000 0.0099 0.0164 0.9480 0.0046 0.0104 0.9740 0.0183
W0(. 75) 0.7500 0.0076 0.0136 0.9360 0.0037 0.0093 0.9700 0.0159
W1(. 25) 0.0093 0.0002 0.0007 0.9380 −0.0001 0.0005 0.9700 0.0007
W1(. 50) 0.0242 0.0005 0.0012 0.9620 0.0000 0.0008 0.9700 0.0012
W1(. 75) 0.0477 0.0007 0.0016 0.9680 0.0001 0.0010 0.9780 0.0016

Notes: W�(r) denotes the respective FGT measure for a poverty line that renders a share r of  the 
population poor. The RMSE is the root of the mean squared deviations of the respective estimates from 
the true value over 300 replications. Coverage rates are calculated for 95% bootstrap percentile intervals.

TABLE 2  
Monte Carlo Simulation Setting 2: Dated Census and Recent Survey, Some Variation in the 

Explanatory Variable Between Clusters, and Explanatory Variable Changes Over Time

Updating Estimator ELL Estimator Survey Est.

True 
Value Bias RMSE Coverage Bias RMSE Coverage RMSE

W0(. 25) 0.2500 −0.0007 0.0117 0.9800 0.1375 0.1378 0.0000 0.0140
W0(. 50) 0.5000 0.0003 0.0134 0.9840 0.1053 0.1055 0.0000 0.0160
W0(. 75) 0.7500 −0.0031 0.0119 0.9640 0.0411 0.0416 0.0000 0.0151
W1(. 25) 0.0089 0.0000 0.0007 0.9440 0.0111 0.0112 0.0000 0.0007
W1(. 50) 0.0230 −0.0000 0.0011 0.9700 0.0156 0.0156 0.0000 0.0011
W1(. 75) 0.0454 −0.0001 0.0014 0.9860 0.0177 0.0177 0.0000 0.0014

Notes: W�(r) denotes the respective FGT measure for a poverty line that renders a share r of  the 
population poor. The RMSE is the root of the mean squared deviations of the respective estimates from 
the true value over 300 replications. Coverage rates are calculated for 95% bootstrap percentile intervals.
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5. A pplication to Brazilian Census Data

To evaluate and compare the proposed method in a real-world example and 
discuss practical challenges, we apply several poverty estimators to data from Brazil.

5.1.  Data and Model

We use data extracts from the 2000 and 2010 Brazilian censuses provided by 
the Integrated Public Use Micro Sample (IPUMS, Minnesota Population Center, 
2017), the preferred basis of welfare measurement in developing countries. Both 
censuses include information on monthly income at the level of the individual.15 In 
addition, the data sets contain information that is potentially useful in explaining 
incomes, including the location in which the household resides (urban/rural), the 
number of household members, ownership of specific assets, as well as the employ-
ment status. This allows us to generate artificial surveys from the more recent cen-
sus and predict income by dated census data. The poverty measures derived from 
the predicted income values can then be compared to actual poverty based on the 
recent census.

The census extracts comprise 2,652,356 and 2,906,184 observed households 
in 2000 and 2010 with full information on the used variables, respectively. The 
country is divided into 25 states and 1980 municipalities. As the municipalities 
constitute the smallest geographical unit that can be matched between 2000 and 
2010, we consider the municipalities as clusters in the terminology used in the 
previous sections. We aim to estimate the household headcount ratio and the 
number of  poor households at the state level, that is, the states are our small area 
of  interest.16 As most of  the states are arguably larger than what would usually 
be considered a small area, we sample 5 percent of  the observations of  the census 
extracts. Furthermore, we drop five states consisting of  fewer than 10 municipal-
ities from our analyses as small areas typically include substantially more clus-
ters.17 The final sample sizes of  the manipulated census extracts, which we will 
continue to refer to as “censuses” in the following, amount to 123,830 and 136,329 
for the years 2000 and 2010, respectively. The obtained 20 small areas have real-
istic sample sizes and consist on average of  a moderate number of  municipalities 
(Table 3). To this end, we fit one model for all states and thereby ignore potential 
model heterogeneity between the states. We use averages over the municipalities 
for the 2000 census to predict household incomes in 2010. Household incomes 
are calculated as the sum of  individual incomes of  all household members, 
adjusted for the household size according to the OECD-modified scale.18 To 
remove apparent right-skewness in the dependent variable, a log-transformation 
is applied after adding one to the household income values. The latter is done due 

15The application here considers nominal incomes available from the Brazilian census data for the 
sake of demonstration and comparison. In practice, the approach should be implemented on the basis 
of real income or consumption expenditure, that is, income or consumption expenditure appropriately 
adjusted for spatial variation in prices.

16For the sake of illustration, we focus on calculating poverty estimates at the households level. 
Options for deriving poverty estimates at the individual level are discussed in Lange et al. (2018).

17Due to our sample scheme described below and to avoid unrealistically small clusters, we exclude 
municipalities with fewer than 25 households.

18http://www.oecd.org/eco/growt​h/OECD-Note-Equiv​alenc​eScal​es.pdf.

http://www.oecd.org/eco/growth/OECD-Note-EquivalenceScales.pdf
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to the non-negligible amount of  zero income values.19 The poverty line is set to 
$5.5 in 2011 PPP per person and day.20

As explanatory variables, we use the location (share of urban households), 
the average number of household members, the shares of households owning a 
phone, refrigerator and computer, respectively, as well as the unemployment rate. 
We additionally model heteroscedasticity using the same explanatory variables and 
by following the strategy explained in detail in ELL. When all households from the 
2010 census are used, a linear regression with these explanatory variables yields 
an R2 of  0.16 (Table 4). The estimated cluster effects variance in a linear mixed 
effects model based on the 2010 census is 0.02 and small compared to the estimated 
household residual variance of 0.94.

5.2.  Comparison Methods

We compare the performance of the updating estimator for the headcount 
ratios of the 20 states with the ELL estimator and a simple (weighted) mean esti-
mator based solely on the recent survey. While such a survey mean weighted for 

19The proportion of all households in the 2010 census data with an income of zero amounts to 4.60 
percent. As a robustness check, we also applied an inverse hyperbolic sine transformation to the depen-
dent variable confirming the reported results.

20The set poverty line follows a recommendation given by the World Bank, see http://datab​ank.
world​bank.org/data/downl​oad/pover​ty/B2A3A​7F5-706A-4522-AF99-5B180​0FA33​57/9FE8B​43A-
5EAE-4F36-8838-E9F58​200CF​49/60C69​1C8-EAD0-47BE-9C8A-B56D6​72A29​F7/Global_POV_SP_
CPB_BRA.pdf.

TABLE 3  
Brazil 2010 Census Extract: Summary Statistics for the States

Min. 1st Qu. Median Mean 3rd Qu. Max.

No. of households 1249.00 3048.50 4901.00 6816.45 8743.25 26,512.00
No. of municipalities 15.00 43.75 52.50 82.75 94.75 271.00
Poverty head count 

ratio
0.05 0.11 0.28 0.22 0.30 0.38

TABLE 4  
Regression Results for the Updating Estimator Using All Households from Census of 2010

Dependent Variable: Income

(Intercept) − 0.69 (0.21)
Urban − 0.06 (0.05)
Household size − 0.11 (0.01)
Unemployed − 2.14 (0.36)
Refrigerator availability 1.06 (0.05)
Computer availability 1.72 (0.20)
Phone availability 0.32 (0.06)
R

2 0.16
Adj. R2 0.16
Num. obs. 136,329

Notes: The explanatory variables are averages over municipalities in the census of 2000. Standard 
errors clustered at the municipality level are shown in parentheses.

http://databank.worldbank.org/data/download/poverty/B2A3A7F5-706A-4522-AF99-5B1800FA3357/9FE8B43A-5EAE-4F36-8838-E9F58200CF49/60C691C8-EAD0-47BE-9C8A-B56D672A29F7/Global_POV_SP_CPB_BRA.pdf
http://databank.worldbank.org/data/download/poverty/B2A3A7F5-706A-4522-AF99-5B1800FA3357/9FE8B43A-5EAE-4F36-8838-E9F58200CF49/60C691C8-EAD0-47BE-9C8A-B56D672A29F7/Global_POV_SP_CPB_BRA.pdf
http://databank.worldbank.org/data/download/poverty/B2A3A7F5-706A-4522-AF99-5B1800FA3357/9FE8B43A-5EAE-4F36-8838-E9F58200CF49/60C691C8-EAD0-47BE-9C8A-B56D672A29F7/Global_POV_SP_CPB_BRA.pdf
http://databank.worldbank.org/data/download/poverty/B2A3A7F5-706A-4522-AF99-5B1800FA3357/9FE8B43A-5EAE-4F36-8838-E9F58200CF49/60C691C8-EAD0-47BE-9C8A-B56D672A29F7/Global_POV_SP_CPB_BRA.pdf
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the sampling frame is an unbiased poverty estimator by construction, it may come 
along with unacceptably high variance because only small sample sizes are avail-
able for single small areas. Even no observation might be sampled from a single 
small areas. To this end, the presented setting emulates a real-world application in 
the small area context and is thus appropriate for using more advanced estimators 
such as the ELL or the updating approach.

For the ELL first-stage regression, the same aggregated explanatory 
variables as for the updating approach are used, but also the respective non-
aggregated household level variables from the recent survey. In a regression 
based on all households from the 2010 census, this simple model specification 
yields an R2 of  0.35.

When predicting the total number of poor households for the states, we compare 
the updating method to a further estimator that is motivated in the following section.

5.3.  Discussion of Practical Challenges

Mimicking a real-world, two-stage sampling strategy, we draw 300 artificial 
surveys from the 2010 census by first sampling 200 municipalities with a probabil-
ity proportional to their size in the 2000 census as the municipality sizes are known 
only at this time.21 At the second stage, we sample 25 households randomly from 
each of those municipalities, resulting in an overall survey sample size of 5000 
households. If  the number of households in some municipalities grows faster or 
slower over time than in others, the model estimation at the first stage must account 
for these differences by using appropriate weights. This requires knowledge of the 
number of households in the municipalities at the time of the survey. We assume 
the number of households in the sampled municipalities to be known from a listing 
exercise, but to be unknown in the remaining municipalities. The latter may bias all 
estimators that include estimates or sample sizes from non-sampled municipalities. 
For computing the headcount ratio, the survey-based estimator does not rely on 
any information from non-sampled municipalities. However, when estimating the 
total number of poor in a state, the number of households in the small area at the 
time of the survey needs to be known also for this estimator. The ELL method and 
the updating approach are constructed as composite measures of all municipali-
ties, that is, they rely on sampled and non-sampled municipalities. A bias occurs if  
the number of households in some municipalities grows faster or slower over time 
than in others and if  this unequal growth is related to the poverty indicator of 
interest. In our data, the number of households per municipality grows on average 
by 38 percent over the 10 years under consideration. However, there is considerable 
variation in growth rates, which range from −53 percent to 309 percent. The corre-
sponding change over time is only weakly correlated with the true headcount ratios 
(r = 0.08) as well as with the true number of poor households in the municipalities 
(r = − 0.06 ) when considering all states jointly. In single states, correlations within 
the range of [ − 0.13;0.37] and [ − 0.46;0.12] occur for the headcount ratio and the 

21While all municipalities are measured in both censuses and thus all sampled municipalities are 
available both in the artificial surveys and the outdated census, in real-world applications the number of 
overlapping clusters between the survey and the census can be small.
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number of poor households, respectively. Thus, the resulting bias for estimators 
relying on non-sampled municipalities is considerable in single small areas and 
might be even also large in other settings. In practice, expert knowledge in combi-
nation with the insights from the observed clusters may help to gauge the severity 
of this issue, but especially for single small areas with few sampled clusters the 
uncertainty might be huge. In this application, we predict for each non-sampled 
municipality the number of households in 2010 by adjusting the respective number 
of households in 2000 by the average growth for the sampled municipalities, that is, 
each non-sampled municipality is assumed to grow by the same rate.22

For the described two-stage estimators, we use a weighted linear regression in 
the first stage that accounts for different changes in population sizes between clus-
ters over time. In the second-stage bootstrap procedure, the regression coefficients 
are sampled from a multivariate normal distribution where the expected values 
and the cluster-robust variance-covariance matrix are estimates from the first stage. 
The error components are generated by a nonparametric bootstrap. In particular, 
cluster effects are drawn with replacement from the 200 first-stage estimates. The 
household errors are drawn with replacement from the first-stage residuals belong-
ing to this specific cluster. See also Section 2.2. We set the number of bootstrap 
replicates applied in the second stage to 150.

If  we are interested in the total number of poor households, a further regres-
sion estimator that does not rely on unknown municipality sizes can be used. We 
will call this estimator the aggregation estimator. The idea is to use as well dated 
census means at the municipality level as explanatory variables, but to use only one 
observation per municipality and predict the total number of poor households in 
the municipality. To this end, one first estimates a weighted regression model that 
accounts for the probability proportional to size sampling, that is, setting weights 
inverse to the municipality size in 2000. The dependent variable is the number of 
observed poor households per municipality projected for the number of house-
holds in the respective municipality. We use the same explanatory variables as 
described above in a linear regression model, yielding an R2 of  0.09 when using all 
1655 municipalities.23

5.4.  Results

Considering the headcount ratio estimates for 20 states, the updating estima-
tor exhibits a non-negligible bias for single states that may be due to the mainly 
unknown municipality sizes or unmodeled heterogeneity between states as 
described above (Table 5). Accordingly, the coverage of the bootstrap confidence 
intervals is sometimes far below the nominal one of 95 percent (Figure 1). As 
expected, the survey estimates on average approach the true values for the vast 
majority of states, while the ELL estimator is severely biased due to changes in the 

22One could also apply a bootstrap approach, that is, sampling with replacement from the observed 
municipality growth rates and apply them to the non-sampled municipalities. We refrain from this strat-
egy here as it would be computationally intensive and introduce more uncertainty to the results.

23We tried different specifications for this method such as transforming the dependent variable and 
using counts models but they all yielded worse prediction accuracy.
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distribution of the explanatory variables over time (Table 6).24 For instance, the 
share of households owning a computer increased from 8 to 31 percent between 
2000 and 2010. The coefficient of variation is much smaller for the two small area 

24The survey estimator yields small biases for some states. In these states, often only one municipal-
ity is sampled, for example, due to the presence of one very large and otherwise very small municipali-
ties. However, correct adjustment for changing municipality sizes needs at least two sampled 
municipalities.

TABLE 5  
Headcount Ratio at State Level

Measure Method Min. 1st Qu. Median Mean 3rd Qu. Max.

Bias Updating est. −0.0497 −0.0260 0.0108 0.0028 0.0268 0.0461
ELL 0.0292 0.0535 0.0667 0.0700 0.0892 0.1168
Survey est. −0.0337 −0.0060 −0.0008 −0.0034 0.0017 0.0171

CV Updating est. 0.0387 0.0531 0.0570 0.0597 0.0649 0.0920
ELL 0.0335 0.0385 0.0425 0.0446 0.0499 0.0691
Survey est. 0.1157 0.1562 0.2055 0.2306 0.2683 0.4338

MAE Updating est. 0.0080 0.0208 0.0265 0.0274 0.0353 0.0500
ELL 0.0290 0.0532 0.0670 0.0701 0.0892 0.1170
Survey est. 0.0120 0.0177 0.0350 0.0388 0.0490 0.1080

RMSE Updating est. 0.0100 0.0240 0.0300 0.0300 0.0372 0.0520
ELL 0.0320 0.0545 0.0675 0.0712 0.0902 0.1180
Survey est. 0.0150 0.0225 0.0440 0.0493 0.0635 0.1280

Figure 1.  Distribution of Coverage Rates Over States
Note: A coverage rate for a state is the fraction of 300 Monte Carlo simulations for which the true 

value of the poverty headcount ratio lies within the 95 percent percentile interval computed on 150 
bootstrap replication.
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methods that exploit census information. The measures for predictive accuracy, 
namely the mean absolute error and the root mean squared error, are arguably 
most relevant from a practitioner’s perspective. Due to the large bias of the ELL 
method and the high variability in the survey-based estimator, the updating method 
performs best with regard to both of these measures. The survey-based method has 
high prediction errors for single states. Furthermore, in 27 simulation runs there is 
at least one state with no observation sampled such that no poverty estimate can be 
calculated using this method.

The results are qualitatively similar if  the number of poor households is the 
quantity of interest (Table 7). With regard to the mean absolute error and the root 
mean squared error, the additional comparison method using one observation per 
municipality, the “aggregation estimator,” performs slightly better than the survey-
based estimator, but worse than the updating method. However, in other applica-
tions additional bias might worsen the prediction accuracy of the updating method. 
Put differently, in such cases the small area updating method including several 
modeling choices might not necessarily outperform a much simpler estimator.

TABLE 6  
Comparison of Explanatory Variables Over Time

Year 2000 2010

Urban 0.79 0.79
Household size 3.78 3.29
Unemployed 0.06 0.07
Refrigerator availability 0.79 0.90
Computer availability 0.08 0.31
Phone availability 0.34 0.31
N 123,830 136,329

TABLE 7  
Number of Poor Households at State Level

Measure Method Min. 1st Qu. Median Mean 3rd Qu. Max.

Bias Updating est. −253.45 −129.84 −5.93 11.44 115.78 414.12
ELL −0.26 118.39 301.50 360.76 415.25 1271.41
Survey est. −60.39 −16.12 18.43 53.59 76.50 307.25
Aggregation est. −655.66 −161.07 −44.60 −39.44 81.12 702.96

CV Updating est. 0.04 0.06 0.06 0.07 0.07 0.09
ELL 0.04 0.05 0.05 0.05 0.06 0.07
Survey est. 0.41 0.43 0.45 0.46 0.47 0.57
Aggregation est. 0.06 0.09 0.10 0.11 0.12 0.20

MAE Updating est. 20.91 86.53 143.61 162.12 222.12 414.12
ELL 18.61 118.39 301.50 364.54 415.25 1271.41
Survey est. 89.74 155.53 220.80 228.58 261.22 455.28
Aggregation est. 36.73 90.76 146.94 217.70 255.90 702.96

RMSE Updating est. 26.11 94.54 163.31 175.18 228.54 431.49
ELL 23.56 121.05 310.00 372.89 422.01 1279.81
Survey est. 119.17 199.72 285.43 290.89 329.71 578.50
Aggregation est. 44.06 110.24 171.04 240.02 305.89 727.47
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6. C onclusions

In this paper we examined a common situation in small area estimation for pov-
erty, namely the availability of a recent survey and dated census data. We presented 
an approach with low data requirements and weak assumptions for this situation that 
showed an overall good performance. If the distribution of explanatory variables 
changes over time, this updating estimator is superior to the most frequently used 
methods for contemporaneous census and survey collection. It may also provide more 
precise area-specific estimates than a direct estimate based solely on the survey.

However, the proposed approach is not immune to systematic migration pat-
terns or demographic developments over time and thus involves additional assump-
tions and uncertainties. Furthermore, it is more difficult to obtain a sound model 
with sufficient explanatory power that holds for all small areas of interest when using 
old census data to predict recent income values. Including data from other sources, 
for example, from mobile phones or satellite imagery, may be helpful in this regard.

Likewise, issues typically encountered in small area estimation techniques 
that combine census and survey data must be considered. In particular, variable 
selection and adequate modeling of  apparent heteroscedasticity and differences in 
skewness in the error term can be challenging. Violations of  the assumptions on 
the error term may be partly solved by allowing for more distributional flexibility 
in the response variable or the error term. Rojas-Perilla et al. (2020) and the refer-
ences therein provide various transformations of  the response variable to achieve 
the validity of  the assumption of  identically and normally distributed error terms. 
A more comprehensive approach would be the application of  Generalized Additive 
Models for Location, Scale and Shape (GAMLSS, Rigby and Stasinopoulos, 
2005). This framework not only includes a huge variety of  potential response dis-
tributions, but also allows to link all parameters of  those distributions to explan-
atory variables. This allows for a straightforward way to model heteroscedasticity 
and skewness simultaneously in one coherent model. Moreover, nonlinear and 
spatial effects can be integrated into the GAMLSS framework. Although model 
choice is also a challenging task, it might be a very interesting direction for future 
research to combine GAMLSS and existing small area approaches, irrespective of 
the time span between census and survey collection.

In practice, all these empirical challenges may lead to estimates that are no 
more useful than those from much simpler estimators. If  careful model building 
and checking do not help, it is time to conduct a new census.
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