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1. INTRODUCTION

The extent to which economic growth reduces poverty is widely debated. As
Deaton (2005) says (see also references therein), the answer to this question basi-
cally depends on two other questions: Is the income of the poor growing faster
than average income? And how is the poverty line fixed? If all the poor are very
near the poverty line and if the latter is absolute, then economic growth will
reduce poverty quite quickly. If these two conditions are not met, the result will
be much more ambiguous and will depend on where in the income distribution
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individual incomes grow fastest. This ambiguity is illustrated, for instance, by the
Kuznets curve. Inequality increases at the beginning of economic development
(because the poorest individuals do not benefit much from economic growth)
while, according to this model, inequality decreases in later phases of develop-
ment, so that it becomes much easier to fight poverty. Of course, the speed at
which poverty is reduced depends on where the poverty line is fixed, how it is
determined, and how it has evolved. In order to study the evolution of poverty in
the world, Atkinson and Bourguignon (2001) provide a useful discussion on the
rationale behind the definition of a world poverty line.

A poverty line is an amount of income or a consumption level below which
an individual or a representative household is declared to be poor. This is an
important device, serving as the basis for many targeted economic policies such
as the United Nations project Objectives for the Millennium, whose aim was to cut
extreme poverty by half for 2015. There are several ways of defining a poverty
line. An absolute poverty line is determined by reference to the cost of a given bas-
ket of goods. It is totally inelastic with respect to the country’s mean income.
Being poor in this context is equivalent to a lack of command over basic eco-
nomic resources. A relative poverty line has a different purpose. Its aim is to sit-
uate a household within the income distribution, because it is defined in terms of
a given percentage of a country’s mean or median income. Its elasticity with
respect to income is one. This type of poverty line is related to the concept of
social inclusion as advanced in Atkinson and Bourguignon (2001). Being below a
relative poverty line means being prevented from participating in ordinary,
accepted social activities. The main example is inclusion in the functioning of the
labor market. A subjective poverty line represents an intermediate case between
these two polar cases, with intermediate income elasticity. It is obtained by proc-
essing opinion surveys containing either the financial ease question or the mini-
mum income question, and has been used both for developed countries (see, e.g.,
Kapteyn et al., 1988; Flik and van Praag, 1991), and for less developed countries
(see, e.g., Pradhan and Ravallion, 2000). This poverty line represents a subjective
aggregation of the different dimensions of a capability approach to poverty, which
could be summarized as basic needs on one side and social inclusion for a given
country on the other side (following Atkinson and Bourguignon, 2001).

The aim of this paper is to propose a Bayesian measure of poverty in the
world—at least the main part of the world (in fact, the database we use represents
more than 70 percent of the world population around 2001, naturally focusing on
the less developed part of it). Basically, we need two tools: first, a correctly inter-
preted international poverty line and, second, an evaluation of the world income
distribution. If we are concerned only by the less developed world, we need to
consider an absolute poverty line. The World Bank provided the famous one-
dollar-a-day international poverty line (IPL) in 1990 and Ravallion et al. (2009)
proposed a method for reevaluating it, a method that we shall discuss in depth in
this paper, as well as the last proposal made by the World Bank in 2015. If we
want to evaluate poverty in the more developed world, the one-dollar approach is
clearly inappropriate. A relative poverty line is needed, because roughly all the
households are above the one-dollar-a-day poverty line. However, if we decided to
apply a relative poverty line to the less developed world, we would obtain a
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poverty line lower than the famous one-dollar-a-day threshold. So the decision
on where to draw the two types of poverty line is important. Ravallion et al.
(1991) and later Ravallion et al. (2009) produce an interesting graph which relates
national poverty lines to national average income. Below a certain level of mean
income, national poverty lines are constant around one dollar a day; above that
threshold, national poverty lines tend to be a linear function of mean income.
This graph suggests a two-regime econometric model which should help, first, to
determine the allocation of countries between the two groups and, second, to
determine the exact shape of the relation between national poverty lines and
mean income. With this model, therefore, we might be able to answer some of the
questions raised in Atkinson and Bourguignon (2001) concerning the exact pro-
portion between basic needs and inclusion that a world poverty measurement
should reflect. A Bayesian approach is fully justified to study our two-regime
model. We know from Hansen (2000) that the classical approach leads to difficul-
ties when deriving the asymptotic distribution of the threshold parameter, leading
to confidence intervals that are too conservative. Moreover, the absence of pivotal
statistics precludes the design of a simple bootstrap. With a classical approach as
in Ravallion et al. (2009), the allocation between the two groups of countries is
made conditional on the point estimate of the threshold parameter. With a Bayes-
ian approach, we are able to produce a stochastic allocation so as to take better
account of uncertainty. Moreover, we are able to produce a posterior density for
the international poverty line (together with its posterior confidence interval).

The graphs produced by Ravallion et al. (1991) and Ravallion ez al. (2009) are
made possible by using PPP to obtain comparable figures for the different national
poverty lines. Poverty lines are fixed in each country by official statistical agencies
using national currencies. Using 2005 PPP, and more recently 2011 PPP, the World
Bank converted these figures into PPP dollars. If the method of conversion were
appropriate, an absolute international poverty line would reflect the minimum con-
sumption cost covering basic human needs and activities in all the countries belong-
ing to the least developed group. Thus the World Bank method, which consists of
taking the mean of national poverty lines in this group, should be a valid way to
define a universal absolute poverty line for the developing world. However, as dis-
cussed in Deaton (2010), the 2005 PPP revision changed both the geography and the
extent of world poverty. The last 2011 revision of PPP led to even larger changes, so
large that Ferreira et al. (2015) suggest keeping the 2005 PPP for some countries
where the changes are too important and rather counterintuitive. So there is doubt
about whether the 2005 PPP (and even more its 2011 revision) equalizes price levels
across less developed countries. This raises the question of how national poverty
lines vary across less developed countries, and why. And there might, of course, be
reasons other than just the inappropriate nature of PPP (see, in particular, the dis-
cussion in Atkinson and Bourguignon, 2001).

The second tool we need is an estimation of the world income distribution.
Sala-i-Martin (2006) has provided a non-parametric method which combines
macro data and survey data. We do not intend to take this route, for two reasons.
First, macro and survey data are usually not comparable. Second, survey data are
available only for a limited number of countries. Further, non-parametric meth-
ods do not deal well with the tails of a distribution, which are of prime
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importance for poverty analysis. We thus prefer to use a parametric approach,
assuming that the income distribution of a single country can be described by a
lognormal distribution. The world income distribution will then be formed by a
mixture of lognormal distributions, the weight of each country being given by its
population share. This idea is not new. We find it first in Atkinson and Bour-
guignon (2001), who calibrate the location of each lognormal density of PPP-
corrected GDP per capita and make alternative assumptions on the dispersion.
Holzmann et al. (2007) improved on this idea, using published Gini coefficients
to determine the dispersion parameter.

The main original contributions of the paper are as follows. We first propose
a revision of the international poverty line, no longer based on a simple average
of national poverty lines for a given group. In a single statistical model, we both
determine the composition of a group of less developed countries out of a much
larger list of 74 countries, and estimate a common poverty line for these countries.
The estimated common poverty line is not simply an average of national poverty
lines, but at least partly takes into account the economic situation of each coun-
try. Using the same data as Ravallion et al. (2009), we obtain and justify a differ-
ent specification which reflects the different concerns potentially raised by a
poverty line. We conduct a detailed discussion showing why this database has to
be used with the 2005 PPP and why converting it to the 2011 PPP would lead to
data inconsistency. We also provide a discussion of the importance of population
weighting and its influence on the final result. The Bayesian approach enables us to
provide small sample confidence intervals and a posterior density for the revised
IPL. In a second step, we propose an evaluation of the world income distribution
based on a framework that is increasingly favored in the contemporary literature
(see, e.g., Pinkovskiy and Sala-i-Martin, 2009). We contribute to this literature by
providing a method allowing various data provided by the World Bank to be com-
bined: different headcount rates (corresponding to different poverty lines), the Gini
coefficient, and GDP per capita. Considering this distribution as given, we provide a
Bayesian evaluation of the number of poor people in the world, using two different
poverty lines: one for the less developed group, using our revised poverty line, and
national relative poverty lines for the countries belonging to the other group. In so
doing, we do not follow Sala-i-Martin (2006), who uses a single poverty line for all
the countries, thus only dealing with absolute poverty. We are more in accordance
with Atkinson and Bourguignon (2001), as we provide a measure of world poverty
that combines both aspects of poverty: absolute poverty and relative poverty
accounting for social inclusion.! The allocation of a country to one group or the
other and the use of the corresponding poverty line are determined jointly inside the
same Bayesian calculation. We are thus able to provide a posterior density for the
number of poor people in the 74 countries of our sample. Above, we gave strong
arguments supporting a Bayesian approach to this model. Finally, we provide a dis-
cussion about the recent revision by the World Bank of the IPL from $1.25 using
the 2005 PPP to $1.90 using the 2011 PPP.

The paper is organized as follows. In Section 2, we discuss the model of Rav-
allion et al. (2009), propose a new formulation, show that there is too much

'This reference and its relation to our work was kindly provided by A. B. Atkinson.
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variability in national poverty lines, and argue that the new 2011 PPP introduces
even more variability, shedding doubt on the validity of the new $1.90 IPL
recently released by the World Bank. We finally discuss the importance of weight-
ing. Section 3 is devoted to Bayesian inference in a two-regime model and to the
derivation of the posterior density of the IPL. We present our first empirical
results in Section 4. In Section 5, we propose a new method of estimating the
world income (consumption) distribution and discuss the method of deriving an
alternative IPL suggested by Deaton (2010). We compare the IPL computed by
Deaton (2010) to our revised IPL. In Section 6, we propose an evaluation of the
number of poor people in the developing world, reflecting both a lack of com-
mand on basic needs and a lack of social inclusion. Section 7 concludes.

2. A REvVISED CoMMON POVERTY LINE FOR LESS DEVELOPED COUNTRIES
2.1. What a Common Poverty Line Should Represent

A national poverty line in less developed countries is usually defined as an
“absolute poverty line” that focuses only on how much humans need to live,
regardless of the national income distribution (see, e.g., Atkinson and Bour-
guignon, 2001). However, the minimum basket of goods ensuring a given level of
physical and mental well-being varies from country to country, simply because
living standards, traditions, habits, and other social characteristics are different
(knowing that the PPP does not perfectly equalize the basic human needs, among
the less developed countries). Can we explain these differences by observable
characteristics, or are they just random?

In richer countries, once the basic needs are satisfied, individuals tend to
desire a more expensive basket of goods—for example, more varied diets, suitable
clothes, comfortable shelter, better health, and higher education—just to be like
others and to be able to maintain a decent way of living (see, e.g., Atkinson, 1983,
Ch. 10; Atkinson and Bourguignon, 2001). The definition of “poverty” in this
case becomes more complex and is influenced largely by the perception of
“economic inequality.” An individual who considers himself poor may not be fac-
ing a problem of survival, but may be suffering either from an envy-based com-
parison with what others in his surroundings possess or from a lack of social
inclusion. The latter definition of poverty line is called a “relative poverty line”
and corresponds to a position in the income distribution.

Where can the limit between these two definitions of a poverty line be set?
Which countries are considered as being sufficiently rich to afford a relative pov-
erty line, and which are the others? Ravallion et al. (1991) showed that official
national poverty lines vary little in comparison with mean consumption per cap-
ita for less developed countries, while above a critical level of mean consumption
per capita, national official poverty lines have a much stronger elasticity with
respect to consumption. Based on that previous finding, Ravallion and Chen
(2001, 2004) proposed an IPL (a worldwide absolute poverty line) of “$1.00 per
day” ($1.08 at 1993 PPP).

In a more recent paper, Ravallion ef al. (2009) clearly identify two groups of
countries in a new dataset covering 74 developing countries, with data collected
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over the period from 1988 to 2005. They estimate a non-linear regression relating
national official poverty lines z; to national mean consumption per capita C;
imposing a zero consumption coefficient for the group of less developed coun-
tries, and thus leading implicitly to an absolute definition of the corresponding
poverty line. Their model is equivalent to the following:

€)) zi=s8i(op +9,C) + (1 —s5:) (0 + 1, C) + €54

where s, is equal to an indicator function 1(C; < 6), which is one for countries below
amean consumption of 6 and zero otherwise. For less developed countries, the elastic-
ity of the poverty line with respect to mean consumption is assumed to be zero, that is,
v, = 0. In this case, o; corresponds to the mean of the dependent variable when s; = 1
and is taken as an estimate of the revised IPL. Using this model with a fixed 6 = $60,
the revised IPL rises to $1.25 per day at 2005 PPP and to $1.90 using the new 2011
PPP? Fixed in this way, the IPL simply corresponds to an arithmetic mean of the dif-
ferent national poverty lines for a given group of countries, all of which are weighted
equally regardless of population size. It also assumes that countries in this group have
common characteristics, meaning that differences among national poverty lines are
random and cannot be explained by extra variables. An absolute poverty line corre-
sponds to a given number of calories and to the cost of other objective necessary
quantities, such as basic shelter, clothing, and health. If PPP is correctly established,
the cost of the minimum basket of goods to satisfy the basic human needs in the least
developed countries will be the same. In this paper, we shall call this group of coun-
tries the reference group, for which a common poverty line in PPP can be used.
However, the figures reported in the database of Ravallion et al. (2009) show
that there is a relation between z; and C; for the reference group of very poor coun-
tries, even if not as close as for richer countries. For countries with a mean C; lower
than $60 a month, the poverty line represents on average 92 percent of the mean
consumption level, while it falls to 45 percent for the richer group of countries of
the database. This last figure is much more in accordance with the usual definition
of a relative poverty line, which is usually half the mean income in Europe (or 60
percent of the median income). We arrive at the first figure of 92 percent by com-
puting the average of the reported poverty lines. For this average, we find $38 a
month with a standard deviation of $12. How can such a large standard deviation
be explained? In this group, the minimum and maximum poverty lines are $19 and
$59, which means roughly between $0.60 and $2.00 a day. We can find two possible
reasons, which are not exclusive. The first reason is the PPP calculations, as dis-
cussed in Deaton (2010). Our only answer is to assume that this could be partially
compensated for by a less restrictive specification of the model, which would then
relate the national poverty lines to a set of explanatory variables including mean
consumption in the reference group. This is because national poverty lines reflect
consumption patterns specific to each country, which may not be reflected with
2005 PPP or the 2011 PPP. In the empirical section, we shall propose the rate of
unemployment as a possible indicator for official agencies when fixing their official
poverty line. The second reason relates to the fact that, when fixing the national

?In fact, $1.88, rounded up to $1.90 for reporting convenience according to Ferreira et al. (2015).
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poverty line, national agencies may be influenced by arguments which are partly
subjective and related to social inclusion. In this case, a national poverty line does
not consider simply the minimum level of subsistence, but may also partly be based
on the amount of money needed to maintain a minimum acceptable way of living.
We develop this aspect below, but we must first have a serious discussion about the
data and the new 2011 PPP.

2.2. The Database and its Limitations

Our database comes partly from the appendix of Ravallion ez al. (2009), who
considered 74 developing countries. Their dataset includes national official pov-
erty lines (PL) (or poverty lines computed by academics in some cases) and pri-
vate consumption expenditure (PCE) per capita. The main sources are national
accounts, as stated on page 169: “This article follows Ravallion, Datt, and van de
Walle (1991) in using private consumption expenditure per capita from the
national accounts.” These data refer to different years from 1988 to 2005 for dif-
ferent countries. They have been adjusted by the household consumption PPP
collected during the International Comparison Program of 2005 (World Bank,
2008). The PCE and PL variables are reported on a monthly basis. This dataset is
an improvement over the dataset previously used in Ravallion et al. (1991), which
covered only 33 countries and had weaker price adjustment.> We completed this
initial database by adding several other variables taken from the World Bank web-
site, including population size N;, unemployment rate Ur;, the Gini index, and
poverty rates computed by the World Bank for two poverty lines ($1.25, $2.00).
These extra variables were collected for the same dates as the initial data.* If we
decide to opt for the new 2011 PPP, as the World Bank did in computing its new
IPL of $1.90, we need four additional series. As explained in Ferreira er al.
(2019), for a quantity expressed in 2005 PPP dollars and denoted by xx0sppp, the
conversion to 2011 PPP dollars, denoted by x»9;1ppp, means that

% CPly11 % PPPyqos
CPlyyos PPPyy;’

(2 X2011PPP = X2005PPP

where PPPjys and PPP,y; are two PPP conversion series and CPlyy; and
CPl,g5 are the corresponding two series of consumer price indices. We have col-
lected these series from the World Bank website.

The procedure used by the World Bank to compute the new IPL using 2011
PPP is well detailed and is discussed in Ferreira et al. (2015); namely, take the
same database (the one we are using) and the same reference group of 15 coun-
tries as in Ravallion ez al. (2009), convert the corresponding national poverty lines
from 2005 PPP to 2011 PPP using equation (2), and take their mean over that
group. Whereas Ravallion et al. (2009) obtained a $1.25 IPL, this calculation

3Note, however, that this dataset is not exempt from oddities. For instance, the official poverty
line for intermediate urban areas in Senegal was 661.7 CFA in 2005, $1.06 at the current rate of
exchange, while the use of PPP reduces the official poverty line to $0.64.

“These new variables will help us for instance to estimate world income distribution around 2001,
which is the average date of collection of the data in Ravallion et al. (2009).
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Figure 1. The impact of the change of PPP on the distribution of national poverty lines for the
World Bank 15 countries’ reference group [Colour figure can be viewed at wileyonlinelibrary.com]

leads to $1.88 when applying equation (2), a result that Ferreira ez al. (2015)
rounded up to $1.90 for reporting convenience.

We see two immediate drawbacks to this updating approach. First, as demon-
strated in Figure 1, the conversion formula introduces not only a drift in the distribu-
tion of the 15 converted national poverty lines of the World Bank reference group, a
drift that would justify the rise to $1.90, but also a major change in the shape of this
distribution, with an increased variance and the appearance of a secondary mode.
Second, the initial national poverty lines, reported in Ravallion ez al. (2009), were in
fact collected at various dates covering the range from 1985 to 2005 (80 percent of the
dates are between 1992 and 2003). Due to this large range, it seems inadequate at the
very least to apply the same conversion formula (equation (2)) to all these data.

These two remarks cast doubt on the neutrality of the conversion procedure.
Doubts are also reported in Ferreira et al. (2015), who recommend use of the old
$1.25 and 2005 PPP for some countries for which the change implied by 2011
PPP would be too important. They eventually quote the option, once considered
by the World Bank, which is simply “to not adopt the 2011 PPPs and continue to
use the $1.25 line in 2005 PPP-adjusted USD.”

As a final remark, Ferreira et al. (2015) explain that the $1.25 IPL was coher-
ent with the 2005 PPP, while the new $1.90 IPL is now coherent with the 2011
PPP. They show that both poverty lines give similar rates of world poverty,
because the change of PPP is meant to simply reflect a weaker value of the dollar
when compared to most poorer countries’ currencies. They report a change in the
global poverty rate from 14.5 percent to 14.1 percent for 2011 when passing from
$1.25 IPL and 2005 PPP to $1.90 IPL and 2011 PPP. So even if this new IPL has
created strong reactions in the press,” it does not bring about a global change and

SAccording to the Financial Times (September 23, 2015): “The World Bank is to make the most
dramatic change to its global poverty line for 25 years—raising its measure by a half to about $1.90
per day—in a move likely to swell the statistical ranks of the world’s poor by tens of millions.”
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it perhaps introduces more problems than it solves. For instance, it precludes
comparisons with the existing literature, such as Sala-i-Martin (2006) or Deaton
(2010). Therefore, we prefer to stay on the safe side and keep the data which are
expressed in 2005 PPP, while waiting for a better database, which does not seem
to be available for the time being. We shall nevertheless indicate in due course
some variants of our results, variants obtained using the 2011 PPP.

2.3. Explaining Differences in National Poverty Lines

If the national poverty lines for the reference group do not simply reflect the cost
of 2,100 calories per day per adult (as recommended by the World Bank; see Raval-
lion, 1994), this means that the national agencies are setting their poverty lines on par-
tially subjective grounds. The poverty line thus gains positive elasticity with average
consumption. There are various reasons for this. The composition of the reference
basket of goods is socially determined. See the example given by Atkinson (1983, p.
188), where English workers went on strike because tea was planned to be withdrawn
from the official basket of goods and replaced by milk, for computing the official pov-
erty line. Despite the fact that tea has no nutritional value, it had a social value. The
second reason is social inclusion, even in less developed countries. In the official Ten-
dulkar, 2009 report on poverty evaluation in India, we find such a sentence as
“Fundamentally, the concept of poverty is associated with socially perceived depriva-
tion with respect to basic human needs.”

We now propose a small model which provides support for the inclusion of
explanatory variables to determine the IPL. We borrow it from the literature on
the subjective approach to poverty. We can draw a parallel between a national
poverty line and the minimum income question (MIQ) that can be found, for
instance, in Kapteyn et al. (1988). It is phrased as follows: “What is the minimum
income that you would need in order to make the two ends meet?” If z; is the
reported answer, y; the actual income of the household, and x; a characteristic of
the household (such as its composition), then the following regression® is esti-
mated over all the individuals i of a specific country:

A3) zZi=o+ )yt pxite.

An estimated subjective poverty line for a given country corresponds to a fixed
point (equating y and z) for every type of household composition x:

&+[3x
-9

(4) Zr=

With a fixed point, we classify as poor those households who reported an income
below the answer they gave to the MIQ, for each type of household composition.’

°A log-log regression is also possible, as in Van den Bosch et al. (1993).

"Other definitions and methods of establishing a subjective poverty line have been proposed in the
literature; for instance, the Leyden poverty line as introduced in Goedhart et al. (1977), which is based
on the Income Evaluation Question and the estimation of a particular social welfare function. Note
also the CSP (Center for Social Policy) of the University of Antwerp introduced in Deleeck (1989) and
reviewed in Van den Bosch et al. (1993), which relies both on the MIQ and on a supplementary ques-
tion concerning financial ease. Only the households answering to that second question with some diffi-
culty are taken into account in defining the poverty line.
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Let us now return to the IPL and to our reference group. We assume that a
national agency answers the minimum income question, revealing the value of the
national poverty line. Now i denotes countries, and no longer individuals. Equa-
tion (3) becomes

®) zi=o+yC + Bx; + ¢,

where z; is the national official poverty line and C; is the mean consumption level
per capita for country i, x; is a country-specific variable, and i covers the countries
in the reference group. The same fixed-point algorithm provides the level of the
poverty line, common to all countries of the reference group, but which can be a
function of the country characteristics x;:

*

o+ fx;
A

=y

Ravallion et al. (2009) assumed that for the reference group, the restriction y =0
should be imposed, as well as § = 0. When these restrictions are imposed in equa-
tion (5), the common poverty line z* becomes the empirical mean of z; and its
implicit elasticity with respect to national consumption is simply zero.

2.4. An International “Subjective” Poverty Line

As we first have to determine the composition of the reference group, an
essential task is to test the validity of the model in equation (1) to see if we can
really infer a consistent international poverty line from it. Throughout this paper,
we use a Bayesian approach because equation (1) is a non-linear threshold regres-
sion model. In the classical approach, the estimator for the threshold parameter 6
has a non-standard asymptotic distribution (for details, see Hansen, 2000), which
makes it difficult to determine confidence intervals with the right coverage. The
power of the Bayesian approach for this model was clearly shown in Bauwens
et al. (1999, Ch. 8) and is detailed in Section 3 of this paper. One way of testing
the validity of this model is to test for the effective presence of non-linearity. This
can be done by testing the following assumption: o) = ¢, and y; = y,. As shown in
Bauwens et al. (1999, Ch. 8), the model is not identified under this assumption, so
we have to introduce an informative prior to solve the problem. Estimating equa-
tion (1) under a non-informative prior for the regression coefficients, but a uni-
form informative prior for 0 over the interval [$32, $200] which amply covers the
$60 of Ravallion et al. (2009), we obtain posterior draws for all the parameters.®
Then we form the vector of differences J:

8The precise Bayesian treatment for this model will be detailed in the next section. Here, we pro-
vide only the results of a test to justify our initial empirical model. The informative uniform prior for 0
has a prior mean of 116 and a prior standard deviation of 48. With this prior, all values between 32
and 200 are equiprobable, but all values outside this range are excluded. We have chosen these values
so as to cover a wide range while still identifying the model by keeping enough observations in each
regime. We illustrate the shape of the posterior of 6 in Section 4.
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(6) 0=[o —o,y; — 74),

and draw the contours of these transformed draws. If zero belongs to a 90 percent
confidence interval of 9, the model fails to be adequate. This is the case here. A
Bayesian F-test (as reported in Bauwens et al., 1999, Ch. 8, formula 8.55) has a
marginal value of 0.27, which gives a p-value of 0.76 and clearly indicates that
this model cannot be considered as non-linear. This model has already been
criticized in the literature by Greb et al. (2011), among others. One of the results
in the latter paper is that the model needs to be specified in logs; for example, by
taking the consumption in logs. If we now consider this model, namely

(7) zZi = S,‘(Otl + yllog C,) + (1 — Sl')(otz + yzlog C,) + €,

and test linearity in the same way, this time linearity is rejected, since a Bayesian F-
test of joint restriction has a posterior mean value of 277.7 and a p-value of 0.00.
Consequently, we consider a model where consumption is expressed in logs instead
of levels. Note that this kind of test would be difficult to implement in a classical
approach such as Hansen (2000). In Hansen (2000), the conditional asymptotic dis-
tribution of the classical estimator of the vector of differences () defined in equa-
tion (6) is normal (conditional on a value of 0). But it would be very difficult to find
the exact marginal asymptotic distribution of an estimator of §. With our Bayesian
approach, we have draws of the exact small-sample marginal distribution of o.
The complete and extended model that we consider is as follows:

z; = S,'(Otl + yllog G+ ﬁlx,») + (1 — Si)(otz + yzlog Cl) + €,

(®)

1 ifC <0,
(9) Si =

0 otherwise,
(10) Var(¢;) = 5,07 + (1 — 51)a3,

where z; is an official poverty line in PPP dollars, log C; the log of the average level of
private consumption per capita in PPP dollars, x; a set of explanatory variables spe-
cific to the first group, and 0 is the unknown threshold. A different variance is allowed
for each regime, because they correspond to two quite different mechanisms.

In this model, determination of the poverty line for the two groups is clearly
based on different reasonings. A relative poverty line emerges for the richer group
of countries, while the poverty line is based on a wide range of factors in the
poorer group. Within this model, the new common poverty line for the reference
group can be determined as a conditional expectation:

(11) E(Z,‘|S,‘ = 1) =o + ylE(IOg C,'|S,' = 1) + ﬁlE(xi|Si = 1)
In words, the poverty line that we propose for less developed countries is a func-

tion of a reference group consumption level, which is taken to be equal to an esti-
mated fraction of the mean of the log consumption of that reference group and of
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different contextual variables. It differs from the usual relative poverty line in that
it depends not on national mean consumption per capita, but on the mean log
consumption of a more general group, called the reference group. We call this
new poverty line a “subjective” poverty line, not because it depends on subjective
data, but for several other reasons. First, the implicit elasticity of this poverty line
is neither zero nor one, as with the usual subjective poverty lines (see, e.g., Van
den Bosch et al., 1993). Second, as it depends both on the consumption level and
the country characteristics x;, it relates poverty to “inclusion in a particular soci-
ety,” in the words of Atkinson and Bourguignon (2001). In the empirical section,
we choose the unemployment rate as a measure of social inclusion. Third, our
poverty line is defined with respect to a common group with which each country
is supposed to identify. They may determine their poverty line by reference to that
group. A final additional point in support of taking y; # 0 concerns PPP. Taking
the IPL as estimated only by «; is equivalent to assuming that the cost of consum-
ing the necessary calories is the same across all the countries of the reference
group. In other words, it amounts to saying that cost-of-living differences are per-
fectly equalized using either 2005 PPP or 2011 PPP. Figure 1 and the remarks
made in Deaton (2010) show that this can be strongly questioned.

In Ravallion ez al. (2009), and in most of the works coming from the World
Bank as reported in Deaton (2010), the reference group is fixed. One criticism
made by Deaton (2010) is that this creates discontinuity. For instance, revising
PPP can remove a country (e.g. China) from the reference group and thus artifi-
cially increase or decrease the poverty line, thereby altering the number of poor
people in the world. In our model, the reference group is determined endoge-
nously and in a probabilistic way, which makes the problem of discontinuity less
severe, especially since both regimes include the same variable log C;. We shall see,
however, that the question of weighting remains.

2.5. The Question of Weighting: China and India

Discussing world poverty automatically poses the question of the weight of
India and China. In our group of 74 countries, the total population is 4 billion
522 million (representing more than 70 percent of the world population at that
time). India and China represent, respectively, 25 percent and 28 percent of this
total. The remaining 47 percent are scattered among 72 countries. The weight of
these two countries is considerable, as noted for instance by Deaton (2005), in
computing poverty statistics. Deaton (2005) decided to present his results both for
the weighted and the unweighted case. The argument goes as follows. On the one
hand, if a common poverty line results from a political agreement at international
institution level, then clearly each country should be given equal weight. If, on the
other hand, the aim is to count poor people, clearly a weighted approach should be
used. It should be noted, however, that weighted estimates also have some draw-
backs, especially when weighting by population. This implicitly amplifies the institu-
tional or technical bias when reporting national poverty lines for giant countries
such as China and India. Weighting by population also gives too much weight to a
large share of the population not suffering from poverty. For instance, following
Deaton (2010), we could use only the number of poor people for weighting, instead
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of the total population. This would give more weight to India, which has more poor
people than China, although weighting by population gives more weight to China.
Thus, we need to consider different weighting schemes.

In their approach, Ravallion e al. (2009) assume equal weighting for each
country, because their revision of the IPL is simply an unweighted arithmetic
mean of national poverty lines inside a given reference group. They choose as
their reference group a group of countries having an average consumption per
capita lower than $60. The unweighted average IPL is $1.25 and the weighted
average is $1.16 within that group. But with a threshold of $60 a month, the refer-
ence group contains only 15 countries, and neither China nor India is a member.
In the next section, we present Bayesian inference for our regression model with a
threshold. We provide a posterior distribution for the threshold and compute the
posterior probability of a country belonging to the reference group. This is a
more realistic approach to the questions raised by weighting.

3. BAYESIAN INFERENCE FOR REGRESSION MODELS WITH A BREAK

The generic model we want to estimate is a two-regime regression model
explaining z; with a break determined when a variable C; is lower or higher than
an unknown threshold 0. It corresponds to one of the models described in Bau-
wens et al. (1999, Ch. 8), namely:

E(Z,‘|X,‘) = X;ﬁl if C,‘ < 0,
E(Zi|x,‘) = X;ﬁz if C; > 0.

z;1s the dependent variable (national poverty lines), x; a set of exogenous variables
including a constant term, and C; is the regime shift variable, which is supposed
to be exogenous or predetermined. 0 is a threshold parameter. We introduce the
unobserved variable s;, defined as follows:

1 if G <0,
S- =
0 otherwise.
Regrouping these elements in a single equation, we obtain
Zi = Six:'ﬁ] + (1 - s,-)x;-ﬁz + €,

where the error term ¢; is assumed to be normal with zero mean and constant var-
iance o (the two-variance case will be treated below). For inference purposes, it is
useful to define the following matrix:

(12) X (0) = [six}, (1 = s;)x7],

so that the model can be written in a more compact form:
(13) z=X(0)p +e

where z is a vector containing the N observations of z; and f is the vector contain-
ing parameters f3; and f,.
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3.1. Likelihood and Posteriors

Considering N observations, the likelihood function of model (13) is as
follows:

N
(14) L(B,0*,0;z) cc o Nexp | — ﬁZ[zi—X{w)mz :
i=1

Conditional on 0, this is the likelihood function of the usual regression model, so

that natural conjugate prior densities for f and o> belong to the normal inverted
gamma?2 family:

n(ﬁlaz) = fv(Po, JzMo_ 1)7
n(6%) = f1g(° V0, 50)-

A non-informative prior is obtained by letting the hyperparameters go to zero.
The conditional posterior densities of f and ¢ are as follows:

(15) (10, z) = £i(BIB.(0),5.(0), M.(0),v.),
(16) (6210, 2) = f15(6°|v.., 5.(0)),

f:(.) being the Student distribution. The different posterior hyperparameters are
defined in the following way:

M. (0)= M, + X'(0)X(0),
B.(0) = M. ' (0)[X(0)z + Mopy),
5:(0) = 5o + B, Mofy + 2’z — BL(0) M..(0),(0),
Ve =vy+ N.

The usual and convenient practice is to use a non-informative prior for the regres-
sion parameters with i, =0, My =0, so =0, and vo = 0. But an informative prior
on 0 can be crucial. It is not possible to find a natural conjugate prior for the
threshold parameter, so we are totally free to select this prior density as 7(6), with
no further detail for the moment.

The posterior density of 0 is obtained as a by-product of the Student poste-
rior density in equation (15), being simply proportional to the inverse of its inte-
gration constant times the prior density of 0:

(17) n(0]z) oc |s.(0)] NP2 (0)] 7P r(0).

This posterior density does not correspond to any known form, and has to be
analysed by numerical integration. In this case, a convenient choice for 7(0) is the
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uniform distribution between bounds. The marginal posterior densities of  and
¢? also have to be found using numerical integration, as we have

(18) w(B12) = [£(B1B.0),5.(0), M.(0), v.) (012) d,
and
(19) w(0?12) = [fi(Plve.s.(0)) m(012) .

The dimension of 0 being one, we could use a traditional deterministic integration
rule, like the Simpson rule, in order to evaluate these densities. However, as it is trans-
formations of the parameters that interest us, a simulation method is better.” As equa-
tion (17) is a marginal density, we just have to find a feasible grid over which to
evaluate it, numerically compute the cumulative density, and then use the inverse
transformation method to draw a value for 6, denoted by 0Y) for j=1,..., M. Briefly,
the grid over which to evaluate equation (17) has to be chosen carefully, which means
carefully selecting the bounds of the informative uniform prior. These bounds should
cover most of the probability, but they should also avoid identification problems. As
detailed in Bauwens et al. (1999, p. 235), the bounds should be chosen so as to ensure
sufficient observations per regime. Then, we draw a value of 0 from 7(6|z). Using this
draw, we draw a value of § from the conditional posterior 7(f|0, z) given in equation
(18), which is a Student density.

3.2. The Two-Variance Case

For modeling purposes, it is useful to consider the possibility of having dif-
ferent variances in the two regimes. If the endogenous variable is in levels and not
in logs, then the variance of the error term is not scale-free. As the scale of the
richer group of countries is larger, the variance of the error term should be larger.
We cannot constrain the two regimes to have the same variance. We keep the
same dichotomous variable s; as in the original model and assume this time that

(20) Var(e;) = sio1 + (1 — 5;)03.
Let us now set a2 = ¢a3, so that
Var(e;) = a5(1 + s;¢p — 5;) = a*hi(0, §),

as detailed in Bauwens et al. (1999, p. 236). Let us now scale the observations by
Vhi(0, ¢) in order to obtain a regression model with homoskedastic errors of var-
iance ¢

°It is very easy to compute the posterior density of a transformation of a parameter when we have
posterior draws from this parameter. We just have to take the transformation of each draw as a draw

from the posterior of the transformed parameter. The use of deterministic integration rules leads to
much more complicated procedures.
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@1 2(0,¢) = [z:/ /h(6, $)),
(22) X(0,9) = [s:xi//h(0, §), (1 = 5:)x;,/ /1 (0, §))-
The regression model becomes

2(0,¢) = X(0,4)B +e,

its likelihood function being

N
L(B,0%,0,¢:2) o o~ N [0, ) ~1/°
(23) i=1

xexp | = 55 Gl0.6) ~ X090 ((0.6) ~ X(0.6)8).

The prior densities on S, 62, and 0 are the same as before. We have to introduce a
new prior for ¢, namely 7(¢). The conditional posterior densities of f and ¢ have
the same form as before. We just have to replace z by z(0, ¢) and X (0) by X (0, ¢)
in the necessary expressions. The joint posterior density of 6 and ¢ is as follows:

N
24) (0, plz) o [[ 10, ) ™ 1s.(0, )~ N T ML (0, )| T P (0)m( ).

i=1

It is slightly more difficult to draw 0Y) and ¢U> jointly from this bivariate density
equation (24) than it is to draw 0Y) from the univariate density equation (17). A
feasible method can be found if we remember that it is always possible to decom-
pose a bivariate density into the following:

(0, p|z) = n(¢|0, z) X7 (0]z).

Consequently, we first draw from the marginal density n(0|z) and then from the
conditional 7(¢|0Y), z). To apply this method, we first need to determine a grid
over 0 and ¢ in order to fill up a matrix. From this matrix of points, we can
numerically determine the marginal density 7(0]z). For a given draw 0Y), we have
to find the corresponding conditional n(¢|0"), z). Of course, we will not have a
draw 0V that corresponds exactly to a line of the initial matrix of points. So we
shall have to proceed by linear interpolation between two lines, as explained in
the Appendix (in the Online Supporting Information).

3.3. Weighting by Population

Let us now consider the case where we want to weight the regressions using
the population or the number of poor people as weight w;, We simply have to
change the definition of #4;(0,¢)=1+s;(¢p—1) in equation (20) into the
following:
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wi Wi Wi
1 +S(¢ L 1

SW swp o swy’]

hi(0, d) =

where sw; and sw, represent the average of w; in regimes one and two, respectively,
so that we recover the original formula in the unweighted case.

3.4. Posterior Distribution of the IPL

Now, we need to find the posterior density of the IPL, based on the first-
regime characteristics. It is obtained as a transformation of the parameters and of
an evaluation of the average characteristics of the reference group taken condi-
tionally on the draws of 0. In the empirical section, we test and accept the restric-
tion «; = 0 in the first regime when there are extra exogenous variables. The new
IPL with this more parsimonious model is as follows:

(25) E(Z,"Si = 1) = '))lE(IOg Cl‘|C,' < 0) + BIE(xi|Ci < 0)
If we now take into account weights w;, expectation E(z;|s; = 1) becomes
(26) E(zilsi=1) =y,E(w;log Gi|C; < 0) + BE(w; x;|C; < 0).

These two quantities are functions of the posterior density of y,, 5; and 6.

We can obtain draws of the posterior density of the IPL in the following way.
We first draw 0% and ¢¥) from the joint posterior density equation (24). We then
determine a sample separation. Conditional on this sample separation, we com-
pute a possibly weighted sample mean for variables log C and x. We then draw
ﬁl , /(1), and ¢V) from their conditional postenor densities p(By, 7110, ¢, 62, 2),
which is a conditional normal density, and p(a?|0, ¢, z), which is a conditional
inverted gamma2. By combining these draws and sample means, we obtain a
draw from the posterior density of the IPL. Once we have enough draws, we can
compute a mean and a standard deviation, and (5)10‘[ a posterior den51ty Formally,
a draw z¥) corresponds to a transformation of y} 9(’ and ¢U

27 '—yIZw,log C<0(] +ﬁ Zw,xl C<9(/)
i=1 i=1

where the w; are weights (equal or unequal) summing to one according to the
scheme > w;X1(C; < 0(’)) = 1. The unweighted case corresponds to w; = 1/ny;,
where ny; is the number of observations in the first regime given the jth draw.

4. EMPIRICAL COMPARISON OF DIFFERENT BAYESIAN POVERTY LINES

We now present our empirical results for three different cases. First, we pres-
ent the unweighted case, which amounts to using raw data. Then, we use weights:
either the population as suggested in Deaton (2005), or the number of poor peo-
ple below the official poverty line as suggested in Deaton (2010).
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4.1. The Two-Regime Model

The most general model that we start with is as follows:
(28) zZi = Si((Xl + yllog Cl' + ﬁl Uri) + (1 - s,)(ocz + yzlog Ci + ﬁZ Uri) + €,

using two variances for the error term, depending on the regime. This model
fits the notion that variable Ur;, the unemployment rate, can help to predict the
poverty line in the reference group, under the intuition that a higher rate of
unemployment would lead to a higher official poverty line.'® Investigating the
unemployment variable’s significance in the model might shed light on the
varying national poverty lines found in the reference group of Ravallion et al.
(2009).

Using a uniform prior for 0 over the range [80,200], a uniform prior on ¢
over the range [0.001, 0.25] and non-informative priors over the other parameters,
we conduct a specification search, first with no population weighting and then
weighting either by population or by number of poor people. We consistently
reach the same specification, displayed in Table 1.

The first regime requires the presence of both log C; and an extra variable to
explain the level of the national poverty lines, while the constant term plays no
role. In contrast, the second regime has the form of an affine function in log C;,
with no other explanatory variables. The model is clearly non-linear, first because
the value ¢ =1 does not belong to a 90 percent posterior confidence interval of
¢; respectively, [0.042, 0.125], [0.034, 0.114], and [0.012, 0.038] for the three
approaches to weighting. So the two error term variances can never be the same
in the two regimes. Second, the two 7’s are statistically different, as no credible
posterior confidence interval of their difference could contain the value 0.0. As a
matter of fact, 90 percent posterior confidence intervals for y, —y, are equal,
respectively, to [-103.7, —97.6], [-105.8, —98.3], and [-117.6, —104.2] with the
three approaches to weighting. Thus, two regimes really are needed.

The posterior density of 0 is displayed in the three panels of Figure 2. It is
unimodal in the unweighted case, but presents slight secondary modes in the
two weighted cases. Weighting has a strong influence on the position of the
modes. The average consumption level needed to determine the upper bound of
the reference group (in fact, the posterior expectation of 0) is $169 in the
unweighted case. This is nearly three times the level of $60 chosen in Ravallion
et al. (2009). This latter value does not belong to a 90 percent posterior confi-
dence interval of 6, which is [$139, $182]. For the weighted cases, the posterior
expectation goes down to $140 when weighting by population, but goes up to
$174 when weighting by the number of poor people. These values are still a
long way from $60, which is still not contained in a 90 percent confidence inter-
val (respectively, [$125, $180] and [$135, $182]). The sample separation is not
much influenced by these changes, as the positions of China and India are not

Unemployment as a percentage of the total labor force, probably only covering the formal
sector. The source is the World Bank website.
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TABLE 1
EXPLAINING NATIONAL POVERTY LINES USING A TWO-REGIME MODEL WITH TWO VARIANCES,
2005 PPP
Unweighted Population Weighted NBER Poor Weighted
Mean SD Mean SD Mean SD
First regime
71 8.64 (0.72) 10.26 (0.59) 10.30 (0.61)
Ur 0.92 (0.16) 0.78 (0.06) 0.72 (0.07)
Second regime
Intercept —496.0 (146.6) —505.6 (185.9) —520.1 (323.9)
V2 109.3 (1.87) 112.5 (2.25) 119.8 (3.83)
0 169.2 (14.03) 140. 0 (17.04) 174.2 (12.88)
cf 197.8 (47.36) 1739.0 (505.4) 1386.8 (346.7)
a% 2767.4 (741.4) 27989.6 (7149.4) 64792.1 (16943.2)
¢ 0.076 (0.026) 0.066 (0.025) 0.023 (0.008)
WChina 1/74=0.014 0.28 0.23
Windia 1/74=0.014 0.25 0.26

Figures correspond to posterior mean and posterior standard deviation. The last two lines indi-
cate the average weights given to China and India in the three different weighting schemes.

greatly affected. The biggest change occurs with Indonesia. Any attempts to
increase the prior range of 0 lead to the same results.

The posterior probability of belonging to the reference group is evaluated
during the Monte Carlo sampling by counting the number of times the condition
C; < 0Y) is verified. Table 2 gives information on that probability, together with a
list of the major countries. Weighting or not weighting affects the composition of
this group, but does not affect the position of the two major countries, China and
India. Weighting by population moves Indonesia out of the reference group by
lowering its probability of belonging to 0.17.

The two very large countries, China and India, have very low national pov-
erty lines (326 for China and $27 for India, per month). Consequently, when
more weight is put on these countries, the value of y; increases from 8.64 to 10.26
or 10.31. Weighting therefore has a strong effect on the posterior density of y;.
This will greatly affect our modeled international poverty line.

4.2. Modeling the Poverty Line

What is the real influence of population weighting when determining the IPL? If
we simply compute the mean of the national poverty lines inside our reference group,
we obtain the result as a by-product of the Monte Carlo integration. Using this
sample-determined reference group, we compute two different means, an unweighted
mean and a population weighted mean. In the first case, we obtain $1.48 (0.020),
while in the other case we obtain $1.01 (0.007). So weighting by population (or by the
number of poor) leads to a lower poverty line when we compute it as a mean, what-
ever the method of weighting. Weighting had the same effect when considering the
small 15 country reference group of Ravallion et al. (2009).

Let us now report our inference results concerning our modeled TPL.
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Figure 2. The posterior density of 6 for the unweighted and weighted cases

Equations (25) and (26) define the poverty line as a linear function of the
average log consumption and the average unemployment rate taken inside the ref-
erence group and possibly weighted by population share. This time, the weighting
scheme influences both the values of the regression coefficients and the mean
value of the regressors. With the first model, Table 3 reports an IPL of $1.48
(0.036), which leads to a 90 percent posterior confidence interval of [$1.30, $1.65].
With the second model, the population-weighted regression, the IPL increases to
$1.65 (0.085) with a 90 percent posterior confidence interval of [$1.50, $1.79].
Weighting by the official number of poor people yields nearly the same IPL, $1.63
(0.088) and a 90 percent posterior confidence interval of [$1.49, $1.78].

Remark. As a side remark, if we had used the 2011 PPP, we would have obtained
a modeled poverty line of $2.29 in the unweighted case, of $2.39 in the population
weighted case, and of 32.46 if weighting by the official number of poor, and hence
again a greater value than the $1.90 IPL of the World Bank. But these figures
have to be taken with a grain of salt in accordance with the remarks we made
concerning the 2011 PPP conversion.
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TABLE 2
THE PROBABILITY OF BELONGING TO THE REFERENCE GROUP

Case Pr=10 09<Pr<1.0 Pr=0.0

Unweighted 30 9 32
Bangladesh China Brazil
India Indonesia Mexico
Pakistan Russia

Population weighted 34 2 33
Bangladesh China Brazil
India Mexico
Pakistan Russia

NBER poor weighted 36 3 32
Bangladesh Indonesia Brazil
China Mexico
India Russia
Pakistan

Countries with more than 100 million inhabitants are listed. The numbers indicate the average
size of the group.

So, whatever the method, without population weighting we have a fairly
unvarying revised IPL of around $1.48, using 2005 PPP. However, if weighting
changes things, its effect depends on the method we use to compute the IPL.
Weighting lowers the IPL when it is calculated from a reference mean. This is
because large countries such as Bangladesh, China, and India have official pov-
erty lines which are far below $1.25. Weighting has an inverse effect when the IPL
is drawn from the parameters of our regression model, leading to an increase in
its value. This is not due to the difference between the raw and weighted means of
our regressors but, rather, to the increase in y;. Deaton (2005) says that there are
as many good reasons for weighting as there are for not weighting, and concludes
that we should just provide both results. We shall follow his advice.

Pop weighted
regression

Poor weighted
< - regression

Density

Unweighted
regression

1.0 1.2 1.4 1.6 1.8 2.0
Dollars a day

Figure 3. The posterior density of the modeled IPL using 2005 PPP [Colour figure can be viewed
at wileyonlinelibrary.com]
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TABLE 3
WHICH INTERNATIONAL POVERTY LINE?

IPL IPL
Regression Model 2005 PPP 2011 PPP
Unweighted regression 1.48 (0.036) 2.29 (0.218)
Population weighted regression 1.65 (0.085) 2.39 (0.166)
NBER poor weighted regression 1.63 (0.088) 2.46 (0.161)

The second column provides the posterior mean and standard deviation of our modeled IPL
for each model in column one, using 2005 PPP. Draws for the modeled IPL are obtained using
equation (27). The last column in italics corresponds to 2011 PPP and is reported only as an
indication.

We now measure the influence of these different IPLs on the attempts to
determine the number of poor people in the world. This requires us to propose a
way to estimate the world income distribution. We also discuss another way of
determining the IPL as proposed in Deaton (2010, p. 17).

5. How BEST TO ESTIMATE THE WORLD INCOME DISTRIBUTION?

To get some idea of how the way we determine the poverty line affects the
number of poor people in the world and their location, we need a tool to estimate
the world income distribution—or at least the overall income distribution of our
group of countries, for which the IPL is designed. The introduction discusses the
various options described in the literature, and we now present our contribution.

5.1. A Parametric Income Distribution for the Developing World

We build on the idea—found, for instance, in Atkinson and Bourguignon
(2001)—that in each country, the income distribution can be represented by a log-
normal density fj(y|u,o?), enabling two parameters to be estimated for each
country. We know that the mean of a lognormal distribution is equal to
exp (u + ¢%/2). Atkinson and Bourguignon (2001) propose to calibrate the mean
using the PPP figure for daily consumption per capita, while pegging ¢° at differ-
ent prior values. Holzmann et al. (2007) propose to calibrate o2 using data on the
Gini coefficient, as the formula for the Gini in the lognormal density is
2®(g/+/2) — 1, which depends only on ¢. Data for the Gini coefficients are avail-
able from the World Bank, presumably using different sources, such as survey
data. In both papers, the world income distribution is obtained by aggregating
national income distributions using population shares.

These two types of information (consumption per capita and Gini coeffi-
cient) may not be sufficient to provide a precise indication of the shape of the left
tail of the distribution if uncertainty concerning the value of the Gini coefficient
is high. For instance, the Gini for consumption and the Gini for income might
not be the same. The World Bank provides extra information that can be used to
model the left tail of the income distribution, in the form of headcount poverty
rates for two values of the poverty line, namely $1.25 and $2.00, using 2005 PPP.
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The theoretical headcount poverty rate corresponds to F '(1.25|u, o) for a $1.25
poverty line, for instance, where F, !() represents the quantile function of the log-
normal distribution. We have collected these supplementary data in order to con-
struct a loss function for each country:

loss = (pV1'25 - FA7 ! (125, U, O')>2 + (_pVZ.OO - FA7 1(2007 U, 0))2
+(C—exp(u+62/2))* + (Gi— 2% ®(a/V2) + 1)%.

Here, pv;»s is the empirical headcount for $1.25 and pv; o the corresponding value
for $2.00. C is the empirical daily mean consumption per capita, and Gi is the empiri-
cal Gini coefficient for one country.'" This is a method of moments. We propose to
minimize this loss function for each country separately. We could, however, have tried
joint minimization, introducing common measurement errors to take into account the
different origins of the data. This is certainly a limitation of our approach.

Nevertheless, we have managed to minimize our loss function for each of the 74
countries of our sample with no significant outlier. Using this method, we aim to
obtain an income distribution for each country that is consistent with both the macro
data of mean consumption per capita and with some microeconomic measures of dis-
persion, in particular for the left tail of the distribution. Then we aggregate these
national adjusted distributions using population pop; as a weight, imposing that the
weights sum to one to obtain the world distribution of income (WDI) fy (y):

74

Sw) =Y wifailw,a?),  wi=popi/y_ pop:.

i=1

Figure 4 shows the graph of this estimated mixture of 74 lognormals, together
with two poverty lines, the old $1.00 a day and our revised proposal of $1.48
(without weighting).

China and India represent 53 percent of the population of our sample. They have
different income distributions: China is richer, but with more inequality. The overall
distribution is fairly smooth, probably because we have only 74 countries representing
the developing world. Very rich countries or regions such as the United States and
Europe are excluded, so no income polarization at world level can be detected.

5.2. Deaton’s Alternative Poverty Line

Using our estimation of the WDI, we can now try to implement the alternative
method suggested in Deaton (2010, p. 17) for computing a common poverty line as
a weighted mean of all national lines. The argument put forward in Deaton (2010) is
that we need to get rid of the discontinuity created by the point estimate of the refer-
ence group. Discontinuity refers to the fact that the exit of China or India from the
reference group would induce a sharp rise in the mean reference poverty level. The

"An update using the 2011 PPP would, of course, mean considering a totaly new dataset, with
updated Gini coefficients and new poverty headcounts for $1.90 and $3.10, which are the two values
of the poverty now documented in Povcal.
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$1.48 a day

74 countries
including
India and China

0.15
|

Density

0.10
|

0.05
|

Daily consumption in PPP

Figure 4. The income distribution for 74 developing countries around 2001 [Colour figure can be
viewed at wileyonlinelibrary.com)]

weights have to be determined by the implied poverty rates of each country, which
themselves are determined by the common poverty line inserted in the expression of
the cumulative distribution F,(.) of the income distribution inside each country. So
it is a fixed-point method that needs to be implemented. This becomes easy once we
have an estimate of the income distribution for each country. Formally, we have

(29) = iziwi(z)7 wi(zZ) = M
o S FalGlivs 6:)

i=1

z has to be found iteratively, once all the u;, o; have been estimated. There is still,
of course, the question of defining the weights. In formula (29), population is not
taken into account in the definition of w; Deaton (2010) recommends instead
using a formula where the weights include population:

Pop, Fa (2], 1)

ZPOPI‘FA(ZW‘,&;’)
i=1

(30) Wi =

In the first case, the weights are a function of the headcount ratio. In the second
case, the weights depend on the number of poor people and thus on population
size. This makes a huge difference, because in the second case the main weight is
given to India and China, just because of their huge populations.

Using iterations and equation (29), the common poverty line is found to be
$1.64. However, when population is included in the definition of weights, as in
equation (30), this goes down to $1.15. In fact, the method suggested by Deaton
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(2010) reacts in the same way as when population weighting is introduced into the
mean method based on a reference group.

If we adopt a common poverty line for the 74 countries of the database, the
poverty line suggested by Deaton with equation (30) leads to a figure of 1,172 mil-
lion poor people, while if we use equation (29), this figure goes up to 1,672 mil-
lion."” In the next section, we follow Atkinson and Bourguignon (2001) by
arguing that two poverty lines are needed to measure the number of poor people
in the world—one for the reference group and another for the other group—
because they are not based on the same rationale.

6. THE POVERTY COUNT IN THE DEVELOPING WORLD

We are now equipped with all we need to obtain a posterior distribution of
the number of poor people. We have a probabilistic way of determining the com-
position of the reference group, the distribution of the IPL, and a representation
(albeit imperfect) of the income distribution of each of the countries. First, we
characterize the number of poor people inside the reference group and then we
generalize these computations to the whole group of 74 countries in our database.

6.1. Modeling the Poverty Count in the Reference Group

We have provided a proper way of defining the group of countries for which
a single poverty line can be used, the IPL for which we have a posterior density.
What is the number of poor people in that group? We shall work conditionally on
our estimated WDI. First, for each draw of the parameters of our two-regime
model, we obtain a sample separation depending on the value of 0Y). The coun-
tries in the reference group are those for which C; < 0Y). We then deduce a draw
for the poverty line z). For each country of the reference group, we compute a
poverty rate by inverting its lognormal income distribution:

W =F g, 6}).

We then multiply this rate by the national population N; to obtain the corre-
sponding number of poor people in that country. By aggregation over the coun-
tries of the reference group, we obtain a draw for the posterior density of the
number of poor people in the reference group:

I’lp(/) = E /’lE/)Nl
i€[Ci<0V)]

For M draws, we have an estimation of the posterior density of the number of
poor people in the reference group which takes into account the stochastic

2For each country, we can obtain the poverty headcount hi for a given value of the poverty line
just by inverting its lognormal distribution. We then compute the number of poor as the product
poor; = ;X N;, where Ni is the total population in that country. We obtain the total number of poor
people by summation over the 74 countries.
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composition of that group. In the left panel of Figure 5, we provide a graph of
our posterior density for three different models of the IPL.

With the unweighted model, we obtain a number of poor people averaging to
1,448 million (and a standard deviation, SD of 105). If we weight by population, the
average number of poor people rises slightly to 1,505 million (SD of 89). Weighting
the regression by the official number of poor people increases the mean slightly to
1,584 million (SD of 78). These figures, presented in Table 4, differ greatly according
to the method of weighting. This is mainly because we are only focusing on the refer-
ence group, whose composition changes with the method of weighting. There is a
strong discontinuity effect. The rightmost curve corresponds to the highest number
of poor people derived from a mean poverty line of $1.63, while the curve in the mid-
dle is derived from a slightly higher poverty line ($1.65) but indicates a slightly lower
number of poor people. This is simply because the type of weighting chosen affects
whether or not China and Indonesia are included in the reference group, as seen
from Table 2. We are thus looking for a poverty line definition and an evaluation of
the number of poor people that would be less sensitive to discontinuity.

6.2. Modeling the Poverty Count in the Developing World (74 Countries)

The objective of Deaton (2010) was to find a mechanism to determine an inter-
national poverty line which did not include any discontinuity. That meant not having
a reference group. However, the argument led by Atkinson and Bourguignon (2001)
supports having at least two different poverty lines, depending on the income level
of the different countries: “... to provide a framework which unifies the measure-
ment of poverty in developing and developed countries.” In this subsection, we try
to simultaneously analyze the determination of a poverty line and the determination
of the number of poor people for our 74 countries, representing most of the develop-
ing countries and a sample of moderately developed countries.

Our two-regime model assumes two types of poverty lines, an [IPL common
to all the countries in the reference group and a collection of relative poverty lines,
each specific to a country outside this group. For this second poverty line, we can
take the national poverty line, provided that it is greater than the random draw of

N

A \ Pop weighted
regression

I
3
3 S

Pop weighted Poor weighted
regression |/ \ regression

Density
.
!

Density

Unweighted

Unweighted
regression

regression

0.000 0.001 0.002 0.003 0.004 0.005 0.006

0.000 0.001 0.002 0.003 0.004 0.005 0.006

1200 1400 1600 1800 1400 1600 1800 2000

Million of poor Million of poor

In the reference group For the 74 countries

Figure 5. The posterior density of the number of poor people around 2001 [Colour figure can be
viewed at wileyonlinelibrary.com]
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TABLE 4
THE POVERTY COUNT IN THE DEVELOPING WORLD AROUND 2001 (MILLIONS)

Group Reference World China India
Poverty Line IPL max(IPL,z;) IPL IPL
Unweighted 1,448 (105) 1,698 (95) 409 (32) 498 (32)
Population weighted 1,505 (89) 1,846 (72) 459 (25) 547 (24)
Poor weighted 1,584 (78) 1,833 (75) 455 (26) 543 (25)
Official figures 1,195 1,599 360 416

Official figures were computed using the official poverty rate at the national poverty line. No
figures exist for 43 countries in the World Bank dataset, so we determined which of the normalized
poverty lines of the World Bank ($1.25, $2.00, $2.50, $4.00, and $5.00) was closest to the national
poverty line and took the corresponding poverty rates.

the IPL. So for each draw of the parameters of our two-regime model, we have
the following:

31) 29 =1(C; < 09 IPLY +1(C; > 09)max (z;, IPLY).
0

From this draw Ei' , we determine 74 poverty rates:

W =F~ (201, 62),

which are aggregated into
74

npV) = Zh,(/)N,-,
i=1
in order to obtain a draw from the posterior density of the number of poor peo-
ple in the world. This procedure involves no specific discontinuity but, rather, a
comprehensive definition of the number of poor people, mixing both absolute
poverty and inclusion. The right panel of Figure 5 contains three graphs of this
posterior density, depending on the method of weighting. There is still a differ-
ence between weighting or not weighting, but the method of weighting is now
less of a factor. Moreover, the ordering of the posterior densities of the number

TABLE 5
THE LocATION OF POOR PEOPLE IN THE DEVELOPING WORLD AROUND 2001

Region Unweighted Population Weighted Poor Weighted Sala-i-Martin
Africa 245 263 262 297
East Asia 576 639 634 41

East. Europe 36 36 36 4
Latin America 177 177 177 21
MENA 26 29 28 1
South Asia 639 702 697 33

Figures are in millions. It was not possible to obtain feasible standard deviations because the
poverty line is fixed outside the reference group. The last column comes from Table 2 of Sala-i-
Martin (2006), based on a $1.50 a day poverty line.
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of poor people is now consistent with the ordering of the level of the mean pov-
erty lines.

Using the comprehensive definition of a poverty line given in equation (31),
we reach an estimation of the number of poor people in the developing world,
reported in Table 4, corresponding to a period around 2001. Table 5 details how
these individuals are divided among the six traditional regions of the World
Bank.

Most of the poor are located in East Asia (China) and South Asia (India).
Weighting does not have much of an influence on the ranking of poverty counts.
These figures are much higher than in Sala-i-Martin (2006), who finds around
400 million poor people in 2000 using a common poverty line of $1.50. Using our
IPL defined in equation (31) (which is $1.48 in the unweighted case for the refer-
ence group), we find 1,698 million. Our figures for Africa are similar to those of
Sala-i-Martin (2006). Where we find hugely different figures is for East and South
Asia, essentially China, India, and Indonesia. It is worth comparing the data
themselves. We collected the official poverty rates from the website of the World
Bank. When we multiply the official poverty rates by the population and sum up
the countries, we find a total of 1,599 million poor people. Our unweighted evalu-
ation of 1,698 million appears to be consistent with the information contained in
our database. Does this raise any questions about the way in which Sala-i-Martin
(2006) estimated his WDI? Or is it simply a problem of data reliability? We pro-
vided posterior densities and posterior confidence intervals. These are, of course,
conditional on the available data and we did not include in our estimation the
possibility of measurement error. However, beyond the question of measurement
error, different types of data lead to different evaluations of consumption and
inequality. More precisely, there can be huge differences between consumption
evaluated using national account data and consumption evaluated using survey
data (see, e.g., Deaton, 2005). Our WDI is calibrated so as to reproduce national
account-based measurement of consumption per capita, whereas Sala-i-Martin
(2006) makes extensive use of survey data.

7. CONCLUSION

This paper yields three findings. The first concerns the revision of the IPL.
Using the same data as Ravallion ez al. (2009), we provide a consistent model
leading to a revision of the IPL from $1.25 to a value between $1.48 to $1.65,
depending on the weighting scheme, and providing confidence intervals and pos-
terior densities. If we had used the new 2011 PPP conversion, these figures would
have been largely increased, and in any case greater than $1.90. Whatever the
PPP, the World Bank always underestimates the IPL because it neglects social
inclusion. The second finding is that weighting strongly affects the final result,
and that the change depends greatly on the model specification for deriving the
IPL. The third finding concerns the number of poor people in the world—at least,
the world as represented by the 74 countries of the database around 2001. Our
evaluation varies between 1,698 million and 1,846 million. It relies on a fairly sim-
ple evaluation of the WDI which is realistic and in agreement with the official
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figures collected from the World Bank. Of course, all our results are conditional
on the data that we used. Possible limitations include errors of observation, the
fact that observations correspond to different periods, and the fact that the WDI
was estimated from only a few moments and quantiles. We did not introduce any
provision in our model for these factors. Thus, the usual caution should be
applied when interpreting these results.

There are three main messages in our findings. First, an IPL is not simply the
price of 2,100 calories per day adjusted by PPP. It has to take into account local
characteristics and is affected to some extent by average consumption in the coun-
try and by social inclusion. The second message is that when counting poor peo-
ple in the world (or in a significant part of the world), the IPL cannot be used
outside what we call here a reference group, because outside the reference group,
poverty is no longer a matter of survival but also, and mainly, of social inclusion.
Moreover, our model clearly shows that national poverty lines outside the refer-
ence group are a function of the country’s mean consumption. The final message
concerns the data, their quality, and their sources. We calibrated our WDI on
national accounts (coming from Ravallion et al., 2009) and found that there were
576 million poor people in East Asia based on our $1.48 poverty line. Using Pov-
calNet from the World Bank with $1.50 a day and 2005 PPP, we found for 2002 a
headcount of 36.5 percent and 692 million poor people. Using survey data, 2005
PPP, and $1.50, Sala-i-Martin (2006), we found only 41 million for the whole of
East Asia. This clearly raises questions about the implications of the different
types of data. There are also implications about PPP changes. Both 2005 and
2011 PPP are available when using PovcalNet.'* For South Asia and the year
2002, the official poverty line of $1.25 and 2005 PPP provides a poverty rate of
44.10 percent and 637.87 million poor people. With the new $1.90 and 2011 PPP,
the poverty rate drops to 38.45 percent and 552.35 million poor people for the
same year 2002, which makes a large difference. Quoting Deaton (2010), “PPP
comparisons between widely different countries rest on weak theoretical and
empirical foundations.” So why not use simple exchange rates in U.S. dollars?
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Additional Supporting Information may be found in the online version of this article at the
publisher’s web-site:

A. Simulation of a Bivariate Density Using a Grid
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