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In this paper we study the geography of the IT revolution in the U.S. economy. By relating the intensity
of IT production and diffusion to labor productivity growth for the United States, we find three main
results. First, states with above-average production intensity of IT manufacturing show more growth
acceleration than other states. Second, the same applies to states with above-average IT diffusion. Yet,
while the result for IT-producing states is strong, the result for IT-using states is somewhat smaller and
less robust across specifications. Third, we also reconcile our state-wide pieces of evidence with previous
industry and aggregate evidence. Accelerating productivity growth in IT-producing states stems from
both IT-producing and IT-using industries in those states and is not a manifestation of the exclusive
importance of IT production. Moreover, the less robust evidence for IT-using states is due to lower
growth contributions from IT-producing and other industries in these states, not a symptom of a
missing effect of IT usage.

1. INTRODUCTION

Information technology (IT) is the recognized engine of the post-1995 U.S.
productivity revival. This result has been documented with aggregate, industry and
company data in the last five years or so.

Aggregate and industry level studies (Jorgenson and Stiroh, 2000; Oliner and
Sichel, 2000; Nordhaus, 2002; Stiroh, 2002a, 2002b; Triplett and Bosworth, 2003),
quantified the contributions of IT production and usage to labor productivity
growth in the U.S. economy in an additional full percentage point per year or so
since the 1990s. The importance of IT usage—and its related organizational
changes—for productivity growth has also been confirmed by a host of other
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studies using company data. Notably, Brynjolfsson and Hitt (2003) found very
large productivity-enhancing effects of IT usage.'

In other studies, the importance of IT diffusion as an engine of permanent
productivity growth has been questioned. In his early contributions on this topic,
Gordon (2000, 2003) forcefully stressed that the U.S. productivity acceleration of
the 1990s, netted out of business cycle influences and other one-shot shocks affect-
ing positively IT investment demand (such as the birth of the World Wide Web in
the early 1990s and the Millennium Bug fears in 1999), was narrowly concentrated
in a few IT-producing industries (notably the computer industry). Yet most of the
doubts on the importance of IT for growth have gradually disappeared due to the
resilience of the productivity boom of the U.S. economy. The productivity revival
continued and possibly accelerated in the 2000s, irrespective of a sequence of
negative shocks such as the dotcom bust, terrorist attacks and various corporate
scandals.? Altogether, while hardly anybody would deny either the propelling role
of computers and semiconductors or the contribution of IT using industries in
making productivity gains permanent throughout, opinions may still differ as to
the relative importance of IT production and usage for the observed behavior of
U.S. productivity.?

This paper contributes to the literature on the effects of the IT revolution in
the U.S. economy exploiting the largely unexplored geographical dimension of the
IT revolution. We begin by presenting the basic geography of the IT revolution, i.e.
the facts about IT diffusion and labor productivity growth across the United
States. This is done rather extensively because such data have not received much
attention in the past, with the recent exception of Daly and Furlong (2005).*
Moreover, the mere undertaking of measuring the intensity of IT diffusion and
labor productivity growth at the state level is not a trivial task and raises novel
methodological issues, which deserve some discussion. The Bureau of Economic

ISee also van Ark (2002) for a discussion. The relatively low social rate of return on ICT invest-
ment may be the result of measurement error. It may also indicate significant creative destruction
effects. For a few industries, however, industry rates of return may actually be higher than those
recorded in companies’ balance sheets. McGuckin ez al. (2005) argue that the role of technological and
managerial “champions” is not exhausted by their direct contribution to industry and aggregate
productivity. Champions may also indirectly make the industry (and, possibly, the economy) more
efficient through their market relations with customers and suppliers as well as with their unceasing
pressure to enhance labor quality and management practices.

>Two influential reports from the McKinsey Global Institute are notable examples of the emer-
gence of a balanced view of the benefits brought about by the IT revolution. MGI (2001) emphasized
that the productivity revival of the late 1990s has been entirely driven by six industries, while MGI
(2005) concluded that, after the dotcom bust, productivity growth has become a less narrow phenom-
enon, with the top seven industries contributing only about 85 percent of the total growth of labor
productivity.

*This debate has been echoed outside the U.S. as well. The assertion that IT usage is behind the
(lack of) productivity acceleration in Europe has been made by van Ark ez al. (2003a, 2003b), where the
EU-U.S. growth gap has been shown to originate in three large IT-using industries only (wholesale
trade, retail trade, financial intermediation). Gordon (2004) asserted that differences in land and other
(non-IT-related) regulations, rather than IT-usage as such, may have eventually caused such discrep-
ancies. Daveri (2004) showed how the relative importance of differences in IT usage vs. other factors in
fact depends on which industries are included in the category of the IT-using industries, retail trade
being the most obvious object of contention. These issues are further discussed in the main text.

“Daly and Furlong graphically contrast the productivity gains in the U.S. states in 2001-04 with
those in 1997-2000 and draw inference on the permanent nature of such gains through graphical tools.
They do not undertake any econometric analysis, though.
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Analysis (BEA) of the U.S. Department of Commerce provides evidence on the
extent of the productivity revival at the state level. The revival was indeed wide-
spread: in 1995-2000, 40 states in the U.S. recorded higher growth rates of labor
productivity in the business sector than in previous years. To evaluate whether
such trends are related to the IT revolution, we used BEA and Census data. For
this purpose we constructed various indicators of the geographical intensity of IT
production and usage across the U.S. Our measures indeed show a significant, but
clearly not uniform, diffusion of IT across the U.S.

In the second part of this paper, we relate the heterogeneity in IT production
and diffusion at state level to their productivity performance. This is done by
running difference-in-difference regressions of labor productivity growth. The
regressor list includes period controls, state controls (grouped by their intensity of
IT diffusion) and state-period interaction terms. The use of such controls allows
one to evaluate whether the post-1995 productivity acceleration has been more
marked in IT-intensive states after 1995. In other words, our statistical analysis is
a way to estimate the causal effect of IT diffusion and production (the “treat-
ment”) on the post-1995 acceleration in the growth rate of labor productivity. This
basic methodology—essentially the same as in Stiroh (2002b)—allows us to exploit
both the time series and the cross-state variation in the productivity data to test for
the presence of group-specific deterministic breaks in productivity growth.

Our statistical results are largely in accordance with the prevailing views on
the crucial importance of IT production and use in the U.S. productivity revival.
The analysis of the state dimension adds three important insights as to how
productivity gains spread throughout the U.S. economy. First, states with above-
average production intensity of I'T manufacturing (essentially computers, telecoms
equipment and semiconductors, as classified under the 1997 NAICS code 334)
showed a faster post-1995 acceleration in productivity growth (for about 1.2-1.5
percentage points) than other states. Second, states with above-average diffusion
of computers at work—our preferred measure of IT diffusion and use—also show
more productivity acceleration higher than other states. Yet, while the evidence on
a positive productivity impact from IT production is quite strong and survives
various changes of specification in the estimating equation, the result for IT usage
is somewhat less robust. It survives some changes of specification but not all of
them. This is seemingly at odds with the industry evidence discussed above, which
instead points to a significant link between IT use and accelerating labor produc-
tivity growth. Our third result is a proposed solution for this puzzle. By disaggre-
gating Gross State Product (GSP) across industries and looking at the industry
group performances in each group of states, one finds that the above-average
productivity acceleration of IT-producing states is the counterpart of very high
growth contributions of both IT-producing and IT-using industries in those states.
It is thus not a manifestation of the exclusive importance of either IT-producing or
IT-using industries. Likewise, the less pronounced productivity acceleration in IT
using states is mostly the result of lower acceleration and somewhat lower value
added shares of IT-producing industries as well as negative growth contributions
from non-IT-related industries in those states. It is thus not a symptom of a
missing effect of I'T usage on productivity growth. This reconciles our state-level
evidence with the evidence from previous aggregate, industry and company studies
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which pointed to the importance of both IT production and IT diffusion in trig-
gering the productivity revival.

The structure of this paper is as follows. In Section 2, data and measurement
issues are discussed. Section 3 takes a first look at the data on the diffusion of IT
and the behavior of labor productivity growth across the U.S. In Section 4, the
statistical relation between IT production and use and the post-1995 productivity
revival is analyzed at the state level. Section 5 reconciles our state evidence with
previous evidence by presenting the results of a disaggregation of state productiv-
ity growth for IT-producing, IT-using and other states by industry group. Section
6 concludes.

2. DATA SOURCES AND MEASUREMENT ISSUES

Our work requires information on two sets of state-level variables: IT diffu-
sion and production, on the one hand, and the growth rate of labor productivity,
on the other. In this section, we describe data sources and measurement issues.
More details on data and measurement issues are provided in the Data Appendix.

Data Sources
Information Technology

Direct information about IT penetration is from the Current Population
Survey (CPS) Supplements, released by the Census Bureau at the U.S. Depart-
ment of Commerce. Information on computer and internet use at home and at
work are available for specific reference years and for many localities, including all
of the 50 states and the District of Columbia (from here onwards, we sometimes
refer to “5S1 states” for brevity). Data on computer use at home are for 1994, 1997,
1998, 2000, 2001 and 2003; data on computer use at work are only available for
1997, 2001 and 2003. Note, however, that the most recent data are unfit for our
purposes, as we are meant to evaluate whether state-wide IT intensity before the
productivity acceleration is a good predictor of the revival during the second half
of the 1990s. Hence, as discussed below, we classify industries and states using
indicators measured around 1995, i.e. 1997 for PC use at work (our preferred
measure of IT use) and 1994 for household computer diffusion. For robustness
check purposes, we also employ indirect measures of IT diffusion, based on indus-
try data at the SIC level of classification for 1991-95. The IT diffusion in a given
state may in fact be indirectly inferred by combining nationwide information on
the IT intensity of each industry and data on the industry structure of each state
(see below). This latter piece of information comes from the BEA website.

Labor Productivity

Computing labor productivity requires state-level data on real output and a
measure of the labor input. The available output measure from the BEA is the
Gross State Product by industry (GSP), the sum of the value added originating in
all industries in each state. The available industry breakdown is at the two-digit
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SIC level for all the states and the District of Columbia.’ The BEA provides
estimates of GSP for the non-farm business sector (thus excluding agriculture,
government and government enterprises) at current dollars. A measure of GSP at
constant prices is also available but it is based on national industry deflators. The
data employed here span from 1977 to 2000 for GSP in current dollars and
quantity indexes, and from 1986 to 2000 for chained-dollar GSP. Given that the
chained dollar estimates are free of upper-level substitution bias, the baseline
results of this paper are obtained from the shorter 1986-2000 data set. Estimates
obtained from the longer 1977-2000 data set are also shown, however.

The productive input of labor is measured in terms of total employment,
being the number of average hours worked not available at the state level. Total
employment by place of work refers to full and part-time employment of wage and
salary earners as well as self-employed persons. This variable is also obtained from
the BEA website.

Measurement Issues

To evaluate whether there is a relation between IT diffusion and productivity
growth at the state level, a few measurement issues need to be addressed. First, one
has to choose a synthetic index to identify state groups according to preset criteria.
Below we describe such an index. Then, we describe the criteria to identify states
specialized in the production of IT manufacturing and states specialized in the
production of IT-using goods and services. Finally, the issues involved in the
computation of state labor productivity are discussed.

A Synthetic Index of Geographical Specialization

We look for a summary statistics conveying two pieces of information. First,
we require the index to embody information on the IT intensity (production or
use) for a given state. Second, we need a synthetic index that tells us whether the
values taken by the state-specific indicators are higher or lower than a nationwide
counterpart, which we take to be the country average. A synthetic index with these
features is the following:

O S,é;:yf/ysz yi/zyi
wy o L XX

where y; / »" denotes a variable such as the production of IT goods manufacturing
as a share of total production, the share of workers using a PC at work, or the
share of families using a PC at home. Each of these variables measures a charac-
teristic 7 associated with IT intensity in state s. For the denominator of the index
in (1), this same characteristic is measured for the U.S. as a whole.

In our statistical analysis in the next sections, we use (1) to construct both
continuous and discrete indices. The values of the ST are continuous indicators of

SAdditional information on data construction and sources can be found in Beemiller and
Woodruff (2000) and Friedenberg and Beemiller (1997).
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IT intensity centered on one, and varying between zero and infinity. We also use a
discrete version of ST, that is a step-wise indicator taking the value of one in case
SI’ is equal to or greater than one, and zero otherwise. It thus equals one if the
value of the characteristic 7 in state s is bigger than or equal to the value taken by
the same characteristic for the U.S. as a whole. As the index takes values above or
equal to one, this signals that state s is specialized in characteristic i. A state may
then be labeled an “IT-producing state” (respectively, an “IT-using state”) if the
value of Slirprod® (respectively, Slitu’) s bigger than or equal to one.

As can be seen from the statistical analysis below, the estimates obtained from
the discrete indicator are amenable of immediate interpretation in terms of trend
breaks. The shortcoming of this indicator is that, as shown in Table 1, its values
fall between 0.95 and 1.05 for many states. Hence, the information provided by the
discrete indicator may be rather inaccurate at times. States with SI; = 0.99 would
be classified as non-specialized in characteristic i, while states exhibiting S7’ =1.00
would be specialized in that characteristic. Given that such discontinuities are
probably unreasonable and—what is worse—a possible source of bias, we check to
what extent our results depend on drawing such point-wise boundaries.

Finally, in principle, S can be computed for any of the years for which BEA
data are available throughout our period of analysis (1986-2000 or 1977-2000,
depending on the specific output variable). But we want to employ a measure of IT
intensity around 1995 to infer whether the chosen index can predict the accelera-
tion of productivity growth in the second half of the 1990s.

Identifying IT-Producing States

Identifying which states produce IT manufacturing goods is relatively
straightforward. The U.S. Census Bureau has recently singled out, given its eco-
nomic significance, the “Computer and Electronic Product Manufacturing” indus-
try (NAICS 334) within the overall manufacturing sector. This sub-sector includes
establishments that manufacture computers, computer peripherals, communica-
tions equipment and similar electronic products, as well as establishments that
manufacture components for such products (mainly, but not only, semiconduc-
tors). The size of the sector may be measured in terms of employment or produc-
tion. Our computations below are based on production data. Data for this
sub-industry group are available from 1997 onwards. It would be desirable to
classify states accordingly to the value taken by a variable measured before 1995,
i.e. the start of the productivity revival. We took data for the earliest possible year
(1997) and classified the states according to the values taken by Slirp.a for that
year.

As an alternative, one could also use a list of IT-producing states which was
provided by the Economics and Statistics Administration of the U.S. Department
of Commerce for the period 1991-95 (ESA-DC; U.S. Department of Commerce,
2002). Here an IT-producing industry is defined as one which “supports IT-enabled
business practices and processes across the economy, as well as the Internet and
e-commerce.”® An important problem with this definition is that it cannot be

“The Department of Commerce definition has been employed by Beemiller and Downey (2001)
and Nordhaus (2002).
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directly measured at the state level, but has to be proxied at the two-digit SIC
industry level for which GSP estimates are available. At the two-digit level, the list
of “IT-producing states” would include all states with above-average production
in: (i) industrial machinery and equipment (inclusive of computer and related
hardware manufacturing); (ii) electronic and other electrical equipment (inclusive
of semiconductors manufacturing and related products); (iii) telecommunications
(TLC, inclusive of phone, satellite and multimedia services); and (iv) business
services (inclusive of software development, data processing services and computer
rental and leasing). This is a very imprecise classification. For example, in 1995, the
computer industry made up only about one quarter of “industrial machinery,”
while the semiconductors and TLC equipment share was only 60 percent of “elec-
tronic and electric equipment.” On the services side, the TLC industry also
included radio and TV broadcasting for about one quarter of the total, while
software services only made up 35 percent of business services. Hence, in practice,
the ESA-DC classification is too coarse to precisely identify “production of IT
goods and services.”

We chose the share of IT manufacturing output in total output in 1997 as a
classification criterion, hoping to capture the phenomenon we are after, i.e.
whether being endowed with a high share of IT manufacturing makes a difference
for productivity trends, more precisely at the risk of reverse causation.” A final
difficulty in this respect is that, for six states (Alaska, DC, Hawaii, Montana,
Vermont and Wyoming), the data necessary to compute our preferred indicator
are unavailable or not disclosed for confidentiality reasons. The value of the index
for these states has thus been replaced by the share of “industrial machinery” and
“electrical and electronic equipment” over total output. To check that this does
not bias our results, estimates are reported for the full sample and for the restricted
sample that excludes these six states.

Identifying IT-Using States

The diffusion of IT in the U.S. economy can be directly measured by looking
at the data on PC diffusion obtained from the Current Population Survey (CPS)
Supplements. For the purpose of this paper we would like to observe a character-
istic related to the extent of IT adoption for the companies localized in any given
state. A proxy for computer diffusion and use at work is the ratio between the
number of respondents answering yes to the question “Does anyone in this house-
hold directly use a computer at work?” and total state employment. These data are
available from 1997 onwards.

Here as above, we are meant to explore the link between the extent of IT
diffusion in the mid 1990s and accelerating productivity growth thereafter. By
using an IT intensity classification relative to 1999 or 2000, we may not capture
the association between IT intensity and labor productivity, but possibly the
effect of rapid productivity increases—caused by, say, favorable cyclical

In evaluating the likelihood of reverse causation, it should be considered that output shares
change very slowly over time and by fairly minor amounts. Moreover, the risk of reverse causation is
not really eliminated even with data from the early 1990s, because it may well be the case that IT
investment surged just in those industries where rapid productivity increases had been anticipated.
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circumstances—on the adoption of information technologies. With this caveat in
mind, among the available data, we employ those closest to the breakpoint for
productivity growth (1995). This is why our data on computer use at work refer to
1997.%

Data on household ownership of a PC are available for the period prior to
1995. Yet owning a PC does not necessarily imply that it is used. Moreover, using
a PC at home does not always entail a “productive” use of a PC, given the use
during leisure time of workers and non-workers like children or the elderly. House-
hold ownership of PCs is thus a rather imprecise indicator of what we are aiming
to measure. In any case, we constructed an indicator from this variable as well, as
the ratio between the number of respondents answering yes to the question “Does
anybody in this household own a personal computer?” and the total number of
households in each state in the earliest available year, 1994.° In our econometric
work, we construct the specialization index SI described above for both indicators
of PC diffusion. The specification of PC use at work (PCW) will be our baseline
specification. The results obtained with the PC household ownership (PCH) indi-
cator will be shown in the robustness checks table.

Finally, the information on IT usage derived from our PCW variable can be
contrasted with a third indirect measure of IT usage by state, using investment
data. This requires one to gather information on the IT intensity of industries at
the U.S. national level and then draw inference on IT usage in a given state from
the industry mix of that state. If the output share of I'T-using industries in a given
state is above its national average, then that state may be labeled an “IT-using”
state. This is likely an imprecise measure of IT intensity for two possible reasons.
First, there is some disagreement on how to identify IT-using industries using
investment data at the national level. Stiroh (2002b) labeled “IT users” as those
industries whose IT shares of total capital services were ranked above the median of
the industry distribution in 1995. The U.S. Department of Commerce, instead, has
used a more restrictive definition, labeling “IT-users” as those industries in the top
25 percent of the list of the non-farm business industries with the highest installed
IT capital stock and investment flows. As a result, two very different lists of
“IT-using industries”—and, related to that, “IT-using states”—may be drawn.
The biggest difference between the Stiroh and the Department of Commerce
classifications (labeled STIROH and DEPT below) concerns the treatment of
retail trade. The STIROH list includes retail among the IT-using industries, while
the DEPT list does not. The inclusion of retail among the IT-intensive industries

8Although we cannot be sure that the state ranking in 1995 would have been the same as in 1997,
we can show that the correlation coefficient between 1997 and 2001 data is very high (0.82), with a
similarly high ranking correlation coefficient.

“Using data for 1994 or 1997 does not make a big difference. The correlation coefficient between
1997 and 1994 data is very high (0.88) with a ranking correlation coefficient of 0.83. The states lowering
the correlation coefficient below one are Hawaii and Wyoming. In these states, PC ownership was
above the national average in 1994, while the increase between 1994 and 1997 has seemingly been much
smaller than the average increase experienced in the U.S. Both states belong to the group of states
whose influence on the econometric results is tested in the robustness check section (see the estimates
from the restricted sample).
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sounds particularly problematic if one considers that IT intensity in retail is below
the mean in the distribution of the U.S. industries."

A second concern about using investment-related data is that, even after
having settled for one specific criterion to distinguish IT-using industries from
non-IT industries, one needs to assume that—say—the business services industry
is as IT intensive in Louisiana as in California. If this assumption does not hold,
the actual extent of IT use would be imprecisely captured by the industry-based
indirect indicator of IT use and likely bias the estimates of the relation between IT
usage and productivity towards zero.

In conclusion, given the variety of measurement issues which plague indirect
industry-based measures of IT usage, we decided to employ PCW—a direct
indicator—as our preferred measure of IT usage at the state level. Yet we check the
robustness of our baseline results by presenting results for other specifications
where PCW is replaced by PCH, STIROH or DEPT.

Measuring Labor Productivity

Our indicator of labor productivity is imperfect for reasons that are more or
less well known. Starting with the well known ones, GSP is a value added and not
an output measure. It is produced from the income side of the accounts as the sum
of employees’ compensation, indirect taxes and property-type income. Secondly,
business cycle influences are not filtered out from our productivity indicator.
Estimating cyclical adjustment for each individual state would, however, introduce
considerable noise into the analysis, given that industry GSP data are deflated by
national price indices. Even a fully fledged attempt to net out business-
cycle influences with our information set would not resolve the problem of distin-
guishing between residual price-change elements and pure quantity-change
components.

Other, less well-known, measurement problems come about when analyzing
state data. Firstly, GSP is the state counterpart of the nation’s GDP. While income
and output are almost the same at the nation level, this is unlikely to be the case for
states in particular when there are many differences between legal ownership and
the localization of production is significant. Suppose that the production of certain
goods is located in Ohio while its income accrues to a holding located in the state
of New York. There may be two reasons for why the proceeds of such a production
process would be imputed to New York. First, there may be a difference between
the place of residence and the place of work for proprietors’ income. Second, it
might also be controversial how to allocate the “corporate profits” items within the
bigger “other capital charges” item across states. These problems are discussed at
greater length in the Data Appendix (see the section on “Measuring output at the
state level”).

1"Based on 1979-95 data (hence, data prior to the productivity revival) reported by Inklaar et al.
(2003), the retail industry ranks 9th among the IT-intensive users. This is well within the 50 percent
median threshold chosen by Stiroh. Yet, during that period of time, retail trade was actually generating
less IT capital services than the average industry in the whole U.S. economy (2.8 against 3.4 percentage
points of value added).
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Conclusions on Measurement Issues

In conclusion, our data suffer from several potential sources of bias. In many
cases, the bias is probably small. It should also be kept in mind that the bulk of our
analysis concerns the growth rates of labor productivity or their period changes
from the first to the second half of the 1990s, while biases in most cases should
affect levels. Any state-specific bias would thus likely wash out as long as these are
time-invariant. We are therefore inclined to conclude that the first-order effect of
these biases is probably very small as well. In the following sections, our baseline
results are based on one indicator of labor productivity (real GSP over total
employment), one indicator of IT production (the share of IT manufacturing
production over total GSP) and one indicator of IT usage (the employment share
of households with at least a member using a PC at work). In the extensions,
sensitivity analysis results are also presented to check whether the baseline results
survive a few changes of specifications.

3. A FIRST LoOK AT THE DATA
IT Production and Diffusion

Following the methodological criteria described in Section 2, states have been
classified according to the values of their specialization indices. Table 1 reports the
values of SI for IT production and IT usage (PCW, PCH, STIROH, DEPT) that
we have compiled for all states. Figures 1 and 2 depict the geographical mapping
of the values of the IT production and usage (PCW) indices respectively. Thirteen
states (about 32 percent of total output and 31 percent of total employment in the
United States in 1997) are specialized in the production of IT manufacturing
goods. The industry shares of IT manufacturers located within their territory are
above the national average of 3.5 percent. The state list includes (in descending
order of their Slirpoa index), New Mexico, New Hampshire, Oregon, Arizona,
South Dakota, Idaho, Massachusetts, California, Vermont, Colorado, Texas,
Minnesota and Oklahoma. New Mexico presents a value of the Slitproa above 8,
while Slirproa for Oklahoma is just above the country average (1.1). Massachusetts
and California present values of Slirpra slightly in excess of two. Nine of the 12
IT-producing states also belong to the group of intensive IT-using states, accord-
ing to the values of PCW—our preferred measure of IT usage. But the list of
IT-using states according to the values of PCW is much longer and includes 22
states, which represent about 57 percent of total output and 56 percent of total
employment. In such states, the share of households with a member using a PC at
work was above or equal to 41 percent—the average for the U.S. economy. The
states most intensively using I'T in 1997 are Maryland, New Hampshire, Washing-
ton and Arizona, where the values of the Slirysepew range between 1.11 and 1.25. At
the other extreme, the states least intensively using IT in 1997 are DC (with a bare
0.45), Arkansas, Nevada and Mississippi (with values for the Slitusepew close to
0.8).

The data on IT production and IT usage in Table 1 confirm a rather well
known fact: the production of IT manufacturing goods was (and still is today)
more geographically concentrated than IT diffusion. This is clearly reflected in
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Figure 1. IT Production

the much higher standard deviation of the SI index for IT production (1.45) than
for the IT usage indicators (0.13-0.25).!! A related, somewhat problematic,
aspect of the lower variability of the IT usage classification is that for many
states the SI indices take values very close to one. For PCW, 13 states present
values for the SI within the 0.97-1.03 interval. Things are even worse for
STIROH (16 states), while the problem is less serious for PCH and DEPT (with
six states each). To learn about the extent of the potential bias from “excess
categorization,” we run regressions using both discrete and continuous versions
of the SI indicators.

Table 2 describes the pattern of pair-wise correlation between I'T production
and IT usage. Two main observations emerge. First, the correlation coefficient
between the SI for IT production and IT use is usually rather low, though higher
for PCW (0.35) than for the other indicators of IT usage (PCH, STIROH and
DEPT, which exhibit correlation coefficients of respectively 0.27, 0.26 and —0.03).
Second, classification criteria seem to matter a lot. The correlation between PCW
and PCH is about 0.5. But the correlation between PCW and STIROH or DEPT
is instead very low, respectively 0.15 and —0.01. This confirms that the different
indicators of IT usage are not very close substitutes for each other.

Finally, for convenience, Tables 1 and 2 also report information on the degree
of specialization of the various states in the other industry groups. Not surprisingly
most, if not all, states are not specialized in one single industry group, but often show

In turn, this difference stems from within-region rather than cross-region variability. Since there
is at least an IT producer in each region, differences across states are more pronounced within the eight
broad BEA regions (New England, Mid East, Great Lakes, Plains, South East, South West, Rocky
Mountain and Far West) than across regions.
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Figure 2. Computer Use at Work (PCW)

an above-average presence in a variety of industries. It might thus be the case that
the productivity performance of those states that we label “IT-intensive” is in fact
driven by their specialization in some other sectors, whose presence only happens to
be highly correlated with IT intensity. But the pattern of pair-wise correlations
between the SI indices in Table 2 shows that this is unlikely to be the case.
Correlation is often low (and not statistically different from zero), in particular for
the SIindices of I'T production and use. We regard this as an indication that the risk
of spurious correlation between IT intensity and productivity growth is low.

Labor Productivity

Table 3 presents data for labor productivity growth data over the period
1986-2000, with a split in 1995. The years before 1995 represent the final part
of the productivity slowdown period. The maximum growth rates of labor
productivity during the pre-1995 period were near 2 percent. Three states, New
Hampshire (2.3 percent), New Jersey (2.3 percent) and Connecticut (2.25 percent),
were the fastest growers, with another five states (New Mexico, Massachusetts,
Rhode Island, Delaware, and South Carolina) clustering around 1.8 percent per
year. In parallel, ten states showed negative or zero yearly productivity growth
throughout the whole period. In other words, the pace of growth was disappointing
in the United States in general, and the fastest productivity growth at some 2
percent per year was by and large restricted to New England states.

Things dramatically changed during the second half of the 1990s. Whereas
productivity growth did not reach 2.5 percent per year in any of the states in
1986-95, 16 states experienced productivity growth rates beyond 2.5 percent per
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TABLE 3

LaBOR ProDUCTIVITY GROWTH IN THE U.S., 1986-2000

State Region 1995-2000 1986-95 (1995-2000) to (1986-95)
OR Far west 5.57 1.09 +4.48
MN Plains 3.40 0.44 +2.96
uUT Rocky Mountains 2.54 -0.03 +2.58
WA Far west 3.30 0.74 +2.56
CA Far west 3.44 0.91 +2.53
ND Plains 2.11 -0.26 +2.37
NH New England 4.55 2.30 +2.25
CcO Rocky Mountains 3.34 1.13 +2.22
MA New England 4.01 1.83 +2.19
RI New England 3.76 1.86 +1.90
NC Southeast 2.98 1.09 +1.89
KS Plains 2.05 0.16 +1.89
NY Mid East 3.30 1.42 +1.88
MI Great Lakes 1.86 0.06 +1.80
AZ Southwest 3.10 1.37 +1.73
ID Rocky Mountains 3.09 1.50 +1.59
MT Rocky Mountains 0.79 -0.76 +1.55
NE Rocky Mountains 0.79 -0.76 +1.55
WI Great Lakes 2.33 0.80 +1.53
IN Great Lakes 2.45 0.93 +1.52
NM Southwest 3.29 1.93 +1.36
USA 2.31 0.95 +1.36
GE Southeast 2.73 1.40 +1.33
OH Great Lakes 1.76 0.57 +1.20
1L Great Lakes 2.27 1.13 +1.14
SD Plains 1.21 0.16 +1.05
X Southwest 2.06 1.22 +0.84
OK Southwest 0.80 -0.04 +0.84
MD Mid East 1.65 0.81 +0.84
VG Southeast 1.80 1.03 +0.77
1A Plains 1.78 1.03 +0.75
CT New England 3.00 2.25 +0.75
vT New England 2.14 1.41 +0.74
AL Southeast 1.55 0.86 +0.68
AR Southeast 1.63 0.97 +0.66
™ Southeast 1.71 1.10 +0.61
ME New England 1.07 0.59 +0.48
MO Plains 1.56 1.10 +0.47
KY Southeast 1.42 0.94 +0.47
NJ Mid East 2.44 2.30 +0.14
PA Mid East 1.51 1.46 +0.04
FL Southeast 1.05 1.15 —-0.10
wY Rocky Mountains 0.21 0.35 -0.14
SC Southeast 1.56 1.75 -0.19
MS Southeast 0.69 1.06 -0.37
wv Southeast 0.30 0.74 -0.44
NV Far west 0.48 0.97 -0.49
DC Mid East 0.59 1.35 -0.76
HI Far west -0.52 0.88 —1.40
LA Southeast -1.47 -0.03 -1.44
DE Mid East -0.27 1.76 -2.03
AK Far west -3.83 -1.47 -2.36

Notes: Labor productivity growth is computed as the growth rate of the ratio between the levels

of real GSP and total employment of the business sector in each state.
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Figure 3. Acceleration in Labor Productivity Growth, 1995-2000 vs. 198695

year, and 24 states grew productivity beyond 2 percent per year, in 1995-2000. As
a result, fast productivity growth was no longer exclusive to the few New England
states, but extended to most regions in the country, in particular to the Western
states.

Figure 3 provides a visual representation of the productivity growth accelera-
tion in the U.S. in 1995-2000 with respect to 1986-95. Nineteen states, dark-grey
colored in the picture, enjoyed accelerating growth in excess of 1.4 percentage
points, i.e. above the average acceleration for the U.S. economy. Twenty-one
states—in light grey in the picture—exhibit a “mildly positive” (between zero and
1.4 percent percentage points) variation in productivity growth, with the remain-
ing 11 showing a deceleration in productivity growth. Although more broad-based
than in the past, the productivity revival has mostly benefited the states in the West
and the North East of the country.

To name some of the most significant turnaround episodes, productivity
growth in the states of Washington, California and Colorado boomed to about 3.5
percentage points per year—more than 2.5 percentage points higher than in the
previous period. Similar accelerating growth of about 2.5 percentage points per
year or so was experienced in Idaho, Massachusetts, Minnesota, New Hampshire
and North Dakota.

The majority of the fast accelerating states are IT-producing states. Six of
the ten states with the biggest growth hikes in 1995-2000 were IT producers in
1997; the pair-wise correlation between IT production and productivity growth
increases is 0.41. This is prima facie unconditional evidence that the values of
Slitprod may be good predictors for the growth jumps in 1995-2000. The pair-
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wise correlation with productivity jumps in the second half of the 1990s is posi-
tive for IT-using states as well. The correlation is strongest with STIROH
(p=0.52), but is also there, though smaller, with PCW and PCH (0.34 and 0.21
respectively). However, the correlation with productivity growth is nil with
DEPT as the diffusion measure. Whether there is a significant partial correlation
between IT intensity and productivity growth at the state level is explored in the
following sections.

4. IT aAND LaBoRrR ProbucTIviTY GROWTH ACROSS THE U.S.

In this section we test whether the states specialized in IT production or those
that use I'T most intensively have also enjoyed faster productivity acceleration. In
other words, we are testing whether the IT revolution has had a geographical
counterpart.

Empirical Strategy

Following Stiroh (2002b) and, more generally, the microeconometric
approach to policy evaluation, we employ difference-in-difference estimation to
learn about the effect of the IT revolution (the “treatment”) on state productivity
growth. To see what “treatment” means in this framework, take the production of
IT manufacturing goods. When discrete indicators of IT intensity are used, the
treatment is a binary variable, which takes the value of one when a state is
specialized in IT production (Slitproducion = 1) and zero otherwise. If the continuous
indicator of productive specialization is used, the treatment is a continuous vari-
able, potentially ranging between zero, when a state is fully de-specialized in the
production of IT manufacturing goods, and infinity, when a state is highly spe-
cialized in IT production.

Previous work on the effects of information technology on productivity
growth (Gordon, 2000; Jorgenson and Stiroh, 2000; Oliner and Sichel, 2000) has
taken 1995 as a breakpoint for U.S. productivity growth. Although formal testing
procedures searching for unknown breakpoints have not provided fully conclusive
results yet, the case for the presence of a break in the mid 1990s appears somehow
strengthened as more recent data have become available.'> We therefore take 1995
as a breakpoint as well.

"’The question whether 1995 is really the watershed commonly assumed in the new economy
literature has been much investigated. The methodology of search for unknown breakpoints proposed
by Hansen (2001) and implemented with monthly data through April 2001 indicates significant evi-
dence of a shift in the mid 1990s, with some productivity series indicating a break in 1994 and some
others in 1997. Stiroh (2002b) also employs the Hansen methodology and finds 1995 as a candidate
breakpoint for U.S. productivity data through 2000, but this break is not statistically significant. The
only significant breakpoint (for manufacturing) throughout this period is September 1993. The evi-
dence in favor of the presence of a breakpoint in 1995 is strengthened, however, when the analysis
includes more recent data (see Maury and Pluyard (2004) and Erber and Fritsche (2005), with data,
respectively, through 2002Q4 and 2003Q4). However, for the pitfalls of employing the Hansen proce-
dure to detect breaks very close to the end of the sample, it is instructive to read the caveats expressed
by van Norden (2005). Interestingly, Kahn and Rich (2004) employ a regime-switching dynamic
common factor model and find that, while the presence of a switch from a low-growth to a high-growth
regime cannot be detected with productivity data only, the switch is there instead when supplemental
information about the co-movements of productivity, consumption and labor compensation is used.
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The growth rate of labor productivity before and after 1995 is then contrasted
for “treated” and “control” states. The underlying idea is that, around that time,
the productivity effects of the Internet revolution began to show up most strongly
in the states with an industry structure skewed towards highly IT-intensive pro-
duction. To single out the influence of IT intensity of state groups on the post-1995
productivity acceleration, we test for the presence of deterministic trend breaks in
the series of productivity growth for the state groups characterized by relatively
high IT production and IT usage. But we also check whether the group of states
specialized in non-IT durable good production has experienced accelerating pro-
ductivity in parallel. This is a potentially useful check because durable goods
producing industries have been traditionally (well before the start of the IT revo-
lution) identified as the natural vehicles of technical change.

Our baseline specification with discrete specialization indicators is as follows:

3
() G,,=a+pD+)Y (y,C,+8,D-C,)+e,,
1

D=1 if t>1995, D=0 otherwise

C,=1 if SIf>1, C,=0 otherwise

where G,,, is the growth rate of GSP per employed person in state s at time 7. A
state s belongs to the treated group g (with g representing the groups above) when
the value of its SI index is equal to or bigger than one for the appropriate industry
group, irrespective of the values taken by the SI index of that state for other
industries.'® The parameter o is the mean growth rate for states not included in the
state group g in the pre-1995 period, 7 is the differential growth rate of group g
relative to the control group prior to 1995, fis the post-1995 acceleration for states
not included in the treated group g and &, is the differential productivity accelera-
tion of group g relative to all other states. In this way, we have split both the
constant and the post-1995 dummy into group constants and group post-1995
dummies. Hence, equation (2) does not allow for fixed-effects for individual states,
but it does allow for state-group fixed effects and group-specific slopes. In other
words, we allow for state growth and growth accelerations to differ across state
groups. The interpretation of the regression results is slightly different when the I'T
intensity indicator is continuous. Then C =SI; and the estimated & is still an
acceleration coefficient, but does not measure the change in the growth rate
resulting from changing the state, but simply the change in productivity growth
from changing the state specialization by a certain amount.'

In any case, with d as our parameter of interest, our estimates are indeed of the
difference-in-difference type. If the IT revolution has entailed a significant geo-
graphical dimension, it must be the case that the group of states classified as IT

3As a result, the same state may in principle belong to two groups with high specialization.

"“In the policy evaluation jargon, the discrete indicator case amounts to asking by how much the
average wage goes up by taking part in a training program, while, in the continuous indicator case, the
question asked is how much the average wage goes up by taking part in a six-month as opposed to a
three-month training program.
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intensive (producers or users) has enjoyed accelerating productivity over and
above the acceleration experienced by the “control” states. Even though we also
report OLS results, our preferred equation is estimated by weighted least squares
(WLS), with the square roots of current output levels as weights and standard
errors corrected for heteroskedasticity and within-state autocorrelation.'

Baseline Results

Table 4 reports our baseline results, i.e. the estimated post-1995 acceleration
coefficients (the 6 in equation (2)) for the various groups of states. Columns 1-4
report WLS and OLS estimates with discrete indicators of IT intensity for the full
sample and the restricted sample of states for which Sliryoa was proxied with data
for a bigger aggregate (see Section 2).' The full sample includes 714 observations
for 51 states over 14 years (1986-2000). The restricted sample includes 630 obser-
vations originating from 45 states over the same period. Columns 5-8 show WLS
and OLS estimates with continuous indicators of IT intensity.

For each specification in Table 4, statistical significance does not differ much
across methods of estimation. WLS estimates always produce lower values of the
residual variation (RMSE) than OLS estimates, and we tend to regard WLS results
as our preferred results. First, the coefficient of IT production is well determined
and positively and sizably affects productivity growth. When the discrete indica-
tors are employed, the coefficient of STitproq 1s always statistically significant at the
1 percent level. The point-wise estimates of the IT production coefficient imply that
IT-producing states enjoyed accelerating productivity growth for about 1.2-1.4
percentage points beyond that of the control group in 1995-2000. This result holds
within both the full sample and the restricted sample. The results from the con-
tinuous indicators of IT production are less precisely measured. They are statisti-
cally significant at the 5 or 10 percent level and imply a less pronounced effect: if
STitproa increases by one standard error, this leads to a productivity acceleration of
about 0.5-0.6 percentage points beyond that of the control group.

Second, the estimated coefficient for IT using states is also usually positively
related to productivity but is less significant across specifications than the coeffi-
cient for the IT-producing states. With the discrete IT intensity indicators, the
estimated acceleration coefficient for IT using states is not statistically significant
in the full sample, but it is significant in the restricted sample. When using con-
tinuous indicators, the estimated coefficient is significant at the 1-5 percent level
with the full sample and at the 5-10 percent with the restricted sample. The
point-wise estimates from discrete indicators (in columns 3 and 4) indicate an
acceleration of about 0.5-0.7 percentage points with respect to the control group

5To make sure that our results are not driven by the specific weights chosen here, we also checked
whether our results are sensitive to the use of different weights, such as the initial level of output in 1987
or the square root of current employment levels. Results are unaffected, whichever weight is employed.

1%There are other good reasons to leave Alaska, Hawaii and DC out of the sample (and Barro and
Sala-i-Martin (1990) indeed did so). Hawaii is quite far away from the other 50 states, while GSP data
for Alaska and DC are instead potentially biased by interstate commuting, as emphasized in the Data
Appendix. These circumstances may well influence the recorded values of labor productivity and IT
usage indicators. And indeed Alaska and Hawaii are among the countries showing the biggest decel-
eration in productivity growth throughout the 1990s (see Table 3), while being among the most heavily
intensive users of PCs (see Table 1).
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in 1995-2000. This is roughly half as much as the estimated acceleration of
IT-producing states when the discrete indicator is employed. When continuous
indicators are used, the estimated acceleration from a one-standard-deviation
increase in Slituse pew 1 Of the same order of magnitude as that for the IT production
coefficient (0.5-0.7 percentage points).

Third, the acceleration coefficients of non-IT durable goods production—
which are always included as a control in all regressions—do not present a sys-
tematic pattern of statistical significance across specifications. However, their
point-wise estimates are sometimes significant and, when statistically different
from zero, not too far from half a percentage point as well.

The different results obtained with discrete and continuous indicators are
puzzling and deserve some further comment. The lower estimates of the coefficients
for IT production when the continuous indicator is employed signal that the huge
differences in the values of the SI indices for IT manufacturing production between,
say, New Mexico and New Hampshire, on the one hand, and DC and Alaska, on the
other, are only very mildly reflected in differences in growth rates acceleration in the
second half of the 1990s. Hence being an IT-producing state or not is what makes a
difference, not how much a state is specialized in IT production.

The opposite applies for IT usage. As emphasized above, the dividing line
between the states specialized in I'T usage and those which are not is not clear-cut.
The statistically insignificant coefficients in columns 1-2 and the significant coef-
ficients in columns 5-8 indicate that, for IT use, the 0—1 categorization is too coarse
a description of the relation between IT usage and productivity growth. In con-
clusion, the results in Table 4 should not be taken to imply that the relation
between IT usage and productivity growth is unstable, but rather that this relation
is linear and smooth. Moreover, the statistical significance of the continuous
indicators based on PCW also indicates that the possible multi-collinearity
between the SI for IT production and PCW is not too high.

Extensions to Baseline Results

The thrust of our baseline results continues to hold in other circumstances and
specifications. We look at the details in turn.

Alternative Indicators of IT Usage

In Section 2, we motivated our preference for PCW as our preferred indicator
of IT usage. However, we are aware that PCW, being measured in 1997, may
partly be the result of, rather than the cause of, the productivity revival. In this
sub-section, we present evidence from WLS regressions on the extent to which our
baseline results change when alternative indicators of IT usage—namely PCH,
STIROH and DEPT—are employed. PCH is the indicator constructed from 1994
data on the household ownership of PCs, while STIROH and DEPT are state
indicators of IT usage obtained from nationwide data on IT investment and
capital at industry level. As discussed above, to compute STIROH, the line
between IT users and non-users is drawn at the median of the industry distribu-
tion; to compute DEPT, the line is drawn roughly at the top quartile of industries
ranked by IT usage. The results from these experiments are reported in Table 5.
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For the sake of comparison we again report in columns 1 and 5 the results from
Table 4 obtained from measuring IT usage by (discrete and continuous) PCW."
The results in Table 5 show that DEPT is never statistically significant, while
STIROH is strongly significant. This suggests that the criterion by which a state
(or eventually an industry) is deemed “IT using” is important. The resulting
sensitivity to alternative definitions of IT industries also indicates that relying on
a direct state indicator of IT usage is probably preferable. The variable PCH,
instead, behaves very similarly to PCW. It is not significant with the discrete
indicators, while it is with the continuous indicators. This strengthens the robust-
ness of our baseline results: by using a 1997 measure of IT diffusion, we are
measuring something closely related to a variable measured in 1994. At the same
time, another important result from Table 4 still holds: the continuous indicators
of IT use are more often significant (or close to significant) than discrete indicators,
even with other indicators of IT usage.

Varying the Time Interval

As explained in Section 2, our analysis spans from 1986 to 2000 only because
of our preference to use chained data for real GSP so as not to incur the upper-level
substitution bias. However, by constraining ourselves to the period 1986-2000, we
may be focusing on a too short period. More specifically it might be that, by 1986,
some states were already on their way out of the 1970s productivity slowdown.
Extrapolating our analysis backwards would allow us to evaluate whether the
detected trend breaks from 1995 onwards hold when the 1970s and the early 1980s,
i.e. the productivity slowdown decades, are included as well.

Luckily, the data for the U.S. published by the BEA go back to 1977, thereby
including the bulk of the productivity slowdown period. Despite the fact that these
series refer to real GSP computed from fixed-weight indices—a practice aban-
doned by the BEA in recent years—we are able to test whether our conclusions, in
particular the more contentious ones regarding the importance of IT usage, carry
over to this extended sample.

In Table 6, we present additional evidence varying the sample size along the
time dimension for our difference-in-difference estimation. On the whole the find-
ings are very similar to those in Table 5. Some of the estimated coefficients are
only slightly enhanced in terms of statistical significance and size. This applies in
particular to the variable measuring the state intensity of IT production of manu-
facturing goods. This is highly significant (at the 1 percent level), with point-wise
estimates in excess of 1.5 when the discrete indicators are used. Significance and
size of the variable measuring the specialization in non-IT durable goods produc-
tion is also strengthened when compared to the results from Tables 4 and 5. Even
for IT usage the pattern of partial correlation is largely the same as in previous
tables: continuous indicators perform better than discrete indicators, PCW and
PCH correlate with productivity and STIROH is positively and significantly cor-
related with the productivity acceleration. The only difference from the estimates

"We omit reporting OLS results and we also do not report the results for the restricted sample. The
pattern of coefficient significance in these cases is the same as in Table 4: OLS does not make a
difference, while the statistical significance of IT usage is enhanced in the restricted sample.
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over the shorter time horizon is that DEPT, while as usual insignificant with the
discrete indicators, is instead mildly significant (at the 10 percent level) with the
continuous indicators. The results from the restricted sample of 45 states (not
reported here) are also similar to the results for the full sample. In conclusion, our
statistical results improve somewhat when a longer time period is considered. Yet
our baseline estimates remain our preferred results as they are obtained from
chained GSP data.

5. RELATING STATE AND INDUSTRY EVIDENCE

The most solid empirical finding in the previous section is the statistically
significant acceleration in labor productivity growth experienced by IT-producing
states beyond the control group of other states. Part of this post-1995 productivity
acceleration is also present in IT-using states. However, this result is slightly less
robust than the one obtained for the IT-producing states. At first sight, these pieces
of evidence may look at variance with common knowledge. A variety of studies,
employing aggregate, industry and company data, have stressed the crucial impor-
tance of IT usage—and its related organizational changes—for the U.S. produc-
tivity revival.’® This raises the question of how our state-based evidence can be
reconciled with the evidence from such other data sources. A closer inspection of
state-industry productivity data shows that our results are not inconsistent with
these earlier observations.

Starting from the fully-fledged state-industry disaggregation of GSP and
employment, we aggregate industries across industry groups within each state,
therefore computing GSP, employment and labor productivity for the three
industry sub-aggregates of “IT-producing,” “IT-using” and “other industries” for
each state. Such sub-aggregates at the state level are necessarily computed from the
SIC two-digit definitions of industry groups. Hence “IT-producing industries” is
the sum of “industrial machinery” and “electronic and electrical products,” and
the “IT-using industries” sub-aggregate is Stiroh’s list of IT-using industries,
minus “industrial machinery” and “electronic and electrical products.” The “other
industries” sub-aggregate is made of all the remaining non-farm private industries
in each state. One complication was that the BEA must sometimes suppress
state-industry information, in particular for small states, in order to avoid disclo-
sure of confidential information. To be able to fill these gaps and compute the
industry sub-aggregates of interest, we have thus to impute data for such industries
for a few years and states.!” This allows us to compute GSP, employment and labor
productivity for the three industry sub-aggregates of IT-producing, IT-using and
other industries for each state.

'8The most often quoted ones are: Oliner and Sichel, 2000; Jorgenson and Stiroh, 2000; Stiroh,
2002b; Nordhaus, 2002; Triplett and Bosworth, 2003; and Brynjolfsson and Hitt, 2003.

“The imputation of the missing cells is carried out so as to satisfy the adding up for the total
industries in that state in that particular year, while keeping the state-industry shares of the relevant
(GSP or employment) missing cells constant with respect to contiguous years. We usually employ the
GSP or employment share at 7+1 to fill a gap at ¢. If the share at #+1 is missing, then we use the share
at 7—1. If #—1 is missing as well, then we use the share at #+2 and so on.
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We then further aggregated our industry estimates across groups of states,
computing the corresponding three sub-aggregates of “IT-producing states,” “IT-
using states” and “other states.” “IT producing states” includes those states with
values of Slirprod bigger than or equal to one in Table 1. “IT-using states” includes
those states with values of SIstiron bigger than or equal to one and not included in
the list of the IT-producing states. “Other states” includes all the remaining states.
Eventually we compute the productivity acceleration in 1995-2000 with respect to
1986-95 and the 1995 value added shares of IT-producing, using and other indus-
tries in IT-producing, using and other states. By multiplying the industry and state
shares, we can then measure the “within” contribution of each industry group to
productivity acceleration in each state group.?

The results are shown in Figure 4: the bars, scaled on the left part of the
graph, represent productivity growth rates, while the lines, scaled on the right part
of the graph, represent value added shares. Panel (a) in Figure 4 shows that the
exceptional productivity acceleration of IT-producing states in 1995-2000 (+2.6
percentage points per year; about 1.5 percentage points higher than the accelera-
tion in the other states) is the result of two components. First, it depends on the
high growth contribution from IT-producing industries. This is due to both rapid
acceleration (+6.8 percentage points per year) and a comparatively high value
added share of these industries (about 5 percent of non-farm private industries)
in the IT-producing states. Second, the rapid productivity acceleration of
IT-producing states is also accounted for by the high growth contribution of
IT-using industries whose somewhat lower—but still substantial—acceleration
(+2.8 percent) applies to more than half of the GSP of the IT-producing states.
Finally, the contribution from “other industries” to the productivity acceleration
in the IT producing states has been nil.

A second piece of evidence concerns the industry group contributions to the
productivity acceleration in IT-using states (panel (b)). The relatively low 1995-
2000 productivity acceleration in this group of states (+1.4 percentage points) is
entirely accounted for by IT-using industries. The growth contribution from
IT-using industries is in fact about the same as in IT-producing states (as a result
of slightly lower growth but also definitely bigger value added shares). Instead
the slower acceleration in this group of states mostly originates from the other
industry groups. The “IT-producing industries” sub-aggregate gives a much lower
contribution in IT-using states than in IT-producing states. Moreover, although
less importantly, the “other industries” sub-aggregate (about one half of GSP in
IT-using states) gives a negative contribution in the IT-using states.

In conclusion, as in previous studies, we find confirmation that both
IT-producing and IT-using industries enjoyed above-average acceleration. Yet the
contribution to productivity acceleration from IT-producing industries was mostly
concentrated in IT-producing states, which explains the strong statistical signifi-
cance of IT production in our state acceleration regressions. The contribution of
IT-using industries to productivity acceleration was instead more uniformly

“The product of the growth acceleration times the initial value added share is the so called
“within” contribution to productivity acceleration.
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Figure 4. Productivity Growth Acceleration and Industry Composition
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spread across the U.S., which partly explains the lower coefficient for IT usage in
our state acceleration regressions. Finally, the zero or negative contribution to
productivity acceleration from other industries is consistent with the results in
Stiroh (2002b) and Nordhaus (2002).

We interpret our results in this section as bridging the gap between the state
evidence presented in this paper and the common wisdom on the relation between
IT intensity and productivity growth for the aggregate U.S. economy. The positive
and statistically significant productivity jump experienced by IT-producing states
is not the result of the exceptional performance of IT-producing industries only,
but the counterpart of the contribution from IT-using industries to productivity
acceleration. The less robust statistical significance of I'T-using states is not due to
the missing effect of IT usage on productivity but rather to a lower growth
contribution of IT-producing and other industries in these states.

6. CONCLUSIONS

This paper contributes to the debate on the extent to which IT production and
usage have contributed to the productivity revival in the U.S. economy. It exploits
the geographical dimension of the IT revolution in the U.S. economy by analyzing
cross-state time series correlation of labor productivity growth and IT intensity.
Our findings are in accordance with the prevailing views on the crucial importance
of IT production and use in the U.S. productivity revival.

In short, we find three main results. First, states with above-average produc-
tion intensity of IT manufacturing show bigger productivity accelerations than
other states. Second, states with above-average IT diffusion show higher produc-
tivity growth than other states. Yet, while the result for IT-producing states is
robust, the result for IT-using states is less so across specifications. Third, and
perhaps most important, these results are in line with previous findings that
pointed to the crucial importance of IT usage for the U.S. productivity revival. We
replicate previous evidence showing that both IT-producing and IT-using indus-
tries enjoyed above-average acceleration. But we also show that the positive and
statistically significant productivity acceleration experienced by IT-producing
states is not the mere counterpart of the exceptional performance of IT-producing
industries, but also of the contribution from IT-using industries. In parallel, the
less robust statistical significance of IT-using states is not due to the lack of an
effect of IT usage on productivity but rather to a lower growth contribution of
IT-producing and other industries in these states. This largely reconciles our
state-level evidence with the evidence from previous studies.

Much remains to be done as the progress towards providing better data at the
state level goes on. For example, to capture whether quality improvements equally
affect the same industries across states, it would be important to compute GSP
using state-specific price deflators. Other issues are not specific to the state-level
framework of analysis. As suggested by Griliches (1992) and Triplett (1996), and
more recently discussed by Triplett and Bosworth (2004) and Timmer and Inklaar
(2005), output in the IT-using sectors (mostly services, such as wholesale trade,
finance, insurance, and legal services) is still imperfectly measured. As long as state
GSP becomes more and more tilted towards the production of services, the need to
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satisfactorily deal with these measurement issues will become crucial for improving
our knowledge of the link between technology and productivity.

DATA APPENDIX
1. Measuring Output at the State Level

As emphasized in the main text, the Gross State Product for each state is
the sum of the GSP for all industries in the state. An industry’s GSP is its value
added, thus the difference between its gross output and the value of intermediate
inputs. The GSP estimates are prepared for 81 NAICS-based industries for
1998-2003 and for 63 SIC-based industries for 1977-2001. We mainly used the
SIC classification, the only amenable for time series analysis over a long period
of time. For each industry, GSP equals the sum of three components, the
employees’ compensation, indirect business tax and non-tax liabilities, and prop-
erty type incomes. To estimate the employees’ compensation item, the BEA relies
upon two components of the State Personal Income series, namely “wage and
salary accruals” and “other labor incomes.” “Wage and salary accruals” is then
used to allocate employers’ contributions for social insurance—the other com-
ponent of employees’ compensation not measured in the personal income
series—to states. The property-type income component of GSP is made of pro-
prietors’ income and “other capital charges.” A variety of data sources and levels
of aggregation, depending on the industry type, are used to derive this item.
Among the various adjustments, data for headquarters of multi-establishment
firms are reassigned from the states where establishments are located to the
states where headquarters are located. For private services-producing industries,
the estimates of other capital charges are based on data of revenues and payrolls
from economic censuses, on data on income and expenses from financial reports
that firms file with Federal agencies or on unpublished BEA estimates of wage
and salary accruals by State.

For a proper measure of labor productivity, all of the above mentioned
components would be required to be recorded by place of work or attributed to
the place where the establishments are located in practice. In fact, wage and
salary accruals, other labor income, and indirect business tax and non-tax liabili-
ties are mainly derived from source data that are reported and recorded by place
of work. The estimates of proprietors’ income, conversely, are derived from
source data that are reported by the tax-filing address of the recipient—usually
corresponding to the proprietors’ residence. Due to the variety of data sources
and estimating procedures, it is hard to say if “other capital charges” is really
attributed to states where production occurs. Nevertheless, as long as data are
reassigned to states where the administrative offices of multi-establishment com-
panies are located, even the “other capital charges” item may be exposed to a
bias.

The BEA does indeed present a distinction between place of residence and
place of work for some components of personal income. An adjustment coefficient
to allocate the labor earnings of interstate commuters and the wages and salaries
of border workers is made available by the BEA at the state level, but not at the
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industry level. As more extensively discussed in Bernat and Repice (2000), the
impact of this adjustment is practically immaterial for the bulk of the U.S., except
for small states (Connecticut, Delaware, Rhode Island, New Jersey and DC) and
states with substantial portions of their economies concentrated in large metro-
politan areas that extend across state boundaries (Virginia and, again, DC). In
these states, interstate commuting is high and this is reflected in negative values of
the adjustment ratio. Alaska also shows a high adjustment ratio due to its rela-
tively high number of migrants.

The second problem concerns the distribution of corporate profits and other
aggregates of property-type income among states. In fact, except for banking and
some other regulated industries, state-level data on corporate profits and other
property-type items are generally not available. With regard to the distribution of
corporate profits across states, although the magnitude of the deviation from true
location is not known, it is subject to various counterbalancing forces that might
actually reduce its significance for a large number of states. This issue may be
particularly relevant for states with above-average localization of administrative
offices of multi-state companies (notably New York).

To gain some insights, we attributed the amount of national profits to the
states proportionally to their labor share and checked whether the ratio of the
attributed profits to state property-type income deviates substantially from
the value obtained for the whole economy. There was no significant deviation,
except for Alaska (which shows a share below the national average by 0.11 per-
centage points) and Wyoming (0.07 points below the average). Yet, importantly,
none of the ex-ante most likely candidates (New York, California) show substan-
tial deviations from zero.

Finally, we also attempted to control for possible biases by comparing index
values based on GSP to alternative values based on data based on employment by
place of work. The fraction of employment exposed to distorting effects is about 16
percent, whereas for GSP it amounts to about 40 percent. The computation of a
measure of specialization based on employment rather than on GSP data, does
usually lead to very similar results. Only in a few cases (Oregon, New Mexico and
Vermont), employment data fail to register a significant presence of IT producing
and using industries, while GSP does. For example, in Vermont, releasing employ-
ment data would imply disclosing the operations of individual establishments or
companies. Extrapolations from previous data, however, confirm the relevance of
IT-producing industries for Vermont too.

2. Lists of IT-Producing and IT-Using States
2.1. IT-Producing States

Criterion: 1997 NAICS classification code 334: “Computer and Electronic Product
Manufacturing”
e New Mexico
New Hampshire
Oregon
Arizona
South Dakota
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Idaho
Massachusetts
California
Vermont
Colorado
Texas
Minnesota
Oklahoma

2.2. IT-Using States

Criterion: PCW (employment share of households with PC use at work, 1997)
e Maryland
New Hampshire
Washington
Colorado
Arizona
New Jersey
New Mexico
Alaska
Vermont
Virginia
Massachusetts
Missouri
Wisconsin
California
Indiana
Michigan
Texas
Utah
Ohio
Oregon
Maine
Pennsylvania

2.3. IT-Using States

Criterion: STIROH (above-average output share of top 50 percent IT-using
industries)

e New York
Massachusetts
South Dakota
Connecticut
Rhode Island
District of Columbia
Delaware
Colorado
Arizona
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Florida
Vermont
New Hampshire
Kansas
Minnesota
Illinois
Missouri
California
Washington
Towa
Nebraska
Pennsylvania
Wisconsin
Oregon
Georgia
Utah
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